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ABSTRACT

Chaotic Time Series Forecasting with Residual Analysis Using Synergy of Ensemble Neural Networks and Taguchi’s Design of Experiments

Doctor of Philosophy, 2010, Muhammad Ardalani-Farsa, Mechanical Engineering
School of Graduate Studies, Ryerson University

This dissertation aims to develop an effective and practical method to forecast chaotic time series. Chaotic behaviour has been observed in the areas of marketing, stock markets, supply chain management, foreign exchange rates, weather forecasting and many others. An effective forecasting method can reduce the potential risks and uncertainty and facilitate planning and decision making in chaotic systems.

In this study, residual analysis using a combination of the embedding theorem and ensemble artificial neural networks is adopted to forecast chaotic time series. Based on the embedding theorem, the embedding parameters are determined and the time series is reconstructed into proper phase space points. The embedded phase space points are fed into the first neural network and trained. The weights and biases are kept to predict the future values of phase space points and accordingly to obtain future values of chaotic time series. The residual of the predicted time series is further analyzed; and, if a chaotic behaviour is observed, then the residuals are processed as a new chaotic time series and predicted. This iterative residual analysis can be repeated several times depending on the desired accuracy level and computational efficiency. Finally, the last neural network is trained using neural networks’ result values of the time series and the residuals as input and the original time series as output. The initial weights and biases of the neural networks are improved using genetic algorithms. Taguchi’s design of experiments is adopted to identify appropriate factor-level combinations to improve the result of the proposed forecasting method. A systematic approach is proposed to improve the combination of ensemble artificial neural networks and their parameters. The proposed methodology is applied to a number of benchmark and some real life chaotic time series. In addition, the proposed forecasting method has been applied to financial sector time series, namely, stock markets and foreign exchange rates. The experimental results confirm that the proposed method can predict the chaotic time series more effectively in terms of error indices when compared with other existing forecasting methods in the literature.
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CHAPTER 1

INTRODUCTION

1.1 Background and Motivation

Over the last several decades, prediction of chaotic time series has been a popular and challenging subject. Chaos theory as a new area of mathematics has been used to analyze chaotic systems and draw the hidden information from random-look data produced by chaotic systems. Chaotic time series are deterministic systems and inherit a high degree of complexity. Although chaotic time series show the characteristics of dynamical systems as random, in the embedding phase space, they present deterministic behaviour [1].

The application of chaos theory is becoming increasingly widespread in a variety of disciplines. An early application of chaos theory was proposed in modelling and data analysis of mixing processes [2,3]. Chaos theory has been applied to the control of robot servos where the robot can learn from its environment and recognize the beginning of random behaviour [4]. Chaos has also been applied in communications, the optimization of telephone exchanges [5] and the transmission of digital signals [6]. Data analysis methods developed for the analysis of chaotic behaviour have been applied to bulk chemical reactions [7].

Prediction of nonlinear time series is a useful method to evaluate characteristics of dynamical systems. Prediction of chaotic time series has been observed in the areas of marketing system [8,9], foreign exchange rates [10], signal processing [11], supply chain
management [12], traffic flow [13], power load [14], weather forecasting [15], sunspot [16], cardiovascular control [17] and many others. Due to the importance of these fields and widespread applications of chaotic systems in real life, the interest in a robust technique to predict chaotic time series has increased.

There are several types of time series such as periodic, seasonal, stochastic, chaotic and others. To differentiate between deterministic and stochastic data, it is necessary to search for similar or nearby states and compare their progress over time. Determining the difference between the time progress of the nearby states, the random data can be differentiated from deterministic data. For deterministic data the error will remain either small for stable data or evolve exponentially with time for chaotic data. The error for stochastic data will be randomly distributed [18]. In this study, the focus is to identify a chaotic time series from non-chaotic data and forecast the future of the chaotic time series.

Many of the proposed forecasting methods in the literature are either ineffective when applied to chaotic time series or difficult to implement. The motivation of this dissertation is to develop a more easy-to-use, effective in terms of error indices and practical method to forecast chaotic time series.

1.2 Overview of Chaos Theory and Chaotic Time Series Forecasting

Chaos theory, as an essential part of nonlinear theory, has provided an appropriate tool to study the characteristics of the dynamical systems and predict the trend of complex systems. There are four fundamental characteristics for chaotic systems: aperiodic, that is, the same state will not be repeated; bounded, meaning that neighbouring states remain within a finite range and do not approach infinity;
deterministic, meaning that there is a governing rule with no random term to predict the future states of the system; and sensitivity to initial conditions, meaning that small difference in initial conditions will cause two points close to each other to diverge as the state of system progresses [19].

Takens’ embedding theorem [20] is an essential element of chaotic time series analysis. A set of single observations from a chaotic system can be reconstructed into a series of $D$-dimensional vectors with two parameters of time delay and dimension. Based on Takens' theorem, if the value of embedding dimension is large enough, the reconstructed vectors exhibit many of the significant properties of the original time series [21].

A number of techniques have been introduced in the last several decades to predict chaotic time series. These methods are classified into two major categories of local and global modelling methods. In the local modelling technique, a group of local estimators performs the forecasting task. In global modelling, a single fitting model predicts the future of a system [22,23]. Local modelling methods have been proposed by Farmer and Sidorowich [24], Kennel [11] and McNames [25] among others.

Artificial neural networks (ANNs) as part of global modelling were employed by researchers to forecast chaotic time series. Multi-layer perceptron neural networks (MLP) [16,26], recurrent neural networks (RNN) [1,27], the nonlinear autoregressive model with exogenous input (NARX) [28,29] are applied to chaotic time series.

Some other artificial intelligence (AI) methods such as radial basis function (RBF) [30,31], self-organizing map (SOM) [32,33], support vector machine (SVM) [34,35], genetic algorithms (GA) [36,37], fuzzy, neuro-fuzzy [38,39] and wavelet neural networks (WNN) [40,41] among others are used in the literature to forecast chaotic time series.
A combination of forecasting methods forms another type of forecasting technique known as ensemble modelling. The research work presented by Wichard and Ogorzalek [42] describes the use of ensemble methods to build proper models for chaotic time series prediction.

Taguchi’s design of experiments (DOE) method has been adopted by many researchers in the field of artificial intelligent to find an optimum design. Kim and Yum [43], Khaw et al. [44], Lin and Tseng [45], Ortiz-Rodríguez et al. [46], Packianather and Drake [47], Wang et al. [48], Yang and Lee [49], Peterson et al. [50] have used Taguchi’s DOE to optimize the design of ANN. Mouli et al. [51] have demonstrated that Taguchi’s method can be utilized as a pre-step to the neural network method to obtain the optimum result.

1.3 Research Objective

The main objective of this dissertation is to develop more accurate and practical method to forecast chaotic time series. It is essential to integrate an easy to implement methodology with proper use of the theories to ensure the resulting forecasting method is capable of predicting chaotic time series more accurately and effectively. The following steps are taken into consideration to achieve the objective of this research work:

- Developing an effective and practical forecasting method based on the precise definition of chaos theory and embedding theorem;
- Incorporating the residuals of the forecasting method in order to increase the forecasting accuracy;
• Enhancing the design of the proposed forecasting method using a systematic approach to facilitate the combination selection of ensemble artificial neural networks and their parameters;
• Applying the proposed forecasting method to well-known chaotic time series and comparing its performance with the results reported in the literature;
• Applying the proposed forecasting method to the financial time series, namely, stock markets and foreign exchange rates.

1.4 Dissertation Overview

The block diagram shown in Figure 1.1 presents the proposed methodology to develop an original model to forecast chaotic time series. The block diagram is divided into two Blocks, A and B. Block A demonstrates the process implemented in Chapter 4. In Chapter 4, a unique technique based on precise definition of chaos theory and artificial neural networks is proposed to analyze and forecast chaotic time series. As shown in Figure 1.1, the first step after selecting a time series is to analyze the time series and investigate the presence of chaos in the time series. When the presence of chaos is confirmed, then the embedding parameters, $D$ and $T$, are determined and accordingly the phase space points are formed. Based on chaos theory, there exists an unknown mathematical equation which can forecast the future value of the phase space points. An artificial neural network is employed to capture the functional relationships among the given phase space points.
Figure 1.1 A block diagram demonstrating the proposed methodology.
Therefore, the embedded phase space points are fed into a neural network and trained. The weights and biases of the trained neural network are kept to forecast the future of phase space points. When the unknown phase space points are predicted, the future values of the time series are obtained consequently. Genetic algorithms can be applied to block A to improve the prediction results by selecting proper initial weights and biases for the artificial neural network. Block A in Figure 1.1 can be used independently to forecast one step ahead of a chaotic time series.

Block B in Figure 1.1 is added to the proposed forecasting method to increase accuracy of prediction by investigating and incorporating the residuals. This will be discussed in Chapter 5. As demonstrated in Block B Figure 1.1, the residuals of the predicted time series are further analyzed. In some events, the residuals show a high degree of correlation and demonstrate chaotic behaviour. Therefore, the residuals are considered as a new chaotic time series and reconstructed according to the embedding theorem. A new neural network is trained to predict the future values of residual time series. The residual analysis can be repeated several times. The number of residual analysis depends on the characteristics of the residuals and if the incorporation of the residuals can enhance the performance of the forecasting method. Finally, a neural network is trained using neural networks’ result values of the time series and the residuals as input and the original time series as output. The weights and biases of the final artificial neural network are kept to predict the future values of the original time series. Taguchi’s design of experiments can be applied to the overall process illustrated in Figure 1.1 to identify the proper factor-level combinations and consequently improve the forecasting results. The implementation of Taguchi’s design of experiments on the proposed forecasting method is discussed in Chapter 6.
1.5 **Dissertation Outline**

This dissertation consists of eight chapters. The current chapter presents an introduction to chaos theory and the background of chaotic time series forecasting. The motivation and objective of this study are discussed in this chapter.

Chapter 2 provides a comprehensive literature review on chaos theory and different types of chaotic time series forecasting such as local, global and ensemble methods.

Chapter 3 defines chaos theory mathematically and discusses the methods to determine existence of chaos in times series. The methods to calculate embedding parameters and reconstruct chaotic time series are presented in Chapter 3. Static and dynamic artificial neural networks, and genetic algorithms are formulated in this chapter.

Chapter 4 applies the precise definition of chaos theory and the embedding theorem to develop an original technique to forecast chaotic time series. Artificial neural networks and genetic algorithms are adopted to develop the forecasting method.

In Chapter 5, the application of residual analysis and ensemble neural networks in increasing the accuracy of the proposed forecasting method are demonstrated. Dynamic ANNs are utilized to improve the performance of the proposed forecasting method.

Taguchi’s design of experiments as an efficient approach to identify the proper factor-level combinations is introduced in Chapter 6 to improve the result of the proposed forecasting method for chaotic time series.

Chapter 7 applies the forecasting method developed in this study to real life applications such as stock markets and foreign exchange rates.

Chapter 8 concludes the objective of the current research work and proposes future work in this area.
CHAPTER 2

LITERATURE REVIEW

2.1 Chaos and Chaos Theory

In 1686, Sir Issac Newton in “Mathematical Principles of Natural Philosophy” revealed a new finding that almost every phenomenon in universe works under deterministic equations with no element of chance and can be fully predicted [52,53].

In 1779, Pierre Simon De Laplace confirmed Newton’s theory and added that due to errors in observations random terms need to be introduced to the governing equations [54,55]. Further, he proposed that the current state in nature is the result of the state in the preceding moment.

A century later, in 1873, Clerk Maxwell said, “when an infinitely small variation in the present state may bring about a finite difference in the state of the system in a finite time, the condition of the system is said to be unstable…[and] renders impossible the prediction of future events…”[56].

In 1898, the French mathematician, Jacques Hadamard, highlighted that a very small difference or error in initial conditions can make the long-term prediction of a system impossible [57].

In the early 20th century, Henri Poincare stated that in certain deterministic systems a subtle change which is negligible can cause a considerable effect which cannot be neglected. He stated that due to this phenomenon, the outcome of the deterministic
system appears as random. Based on his theory, in 1903, Poincare suggested that if the laws of nature and the initial state of the universe were known exactly, the future state of the universe could be predicted. Even the approximation of the initial state of the universe could not be helpful as a subtle difference in the initial state would cause a considerable difference in the future state of the universe [55].

In the early 1960s, Edward Lorenz created a computer model using 12 deterministic equations to forecast weather systems reasonably accurately. In 1961, he repeated a simulation by changing the number of decimals in the initial conditions of a particular model. He realized that the small change in the initial conditions caused a drastic difference in the final result and exponentially amplified the error [58]. This unusual behaviour of deterministic systems was recognized for the first time by Lorenz and he developed the well-known butterfly effect. He concluded that the sensitivity to initial conditions in certain systems amplifies a small error due to a subtle change in initial conditions and causes enormous consequences. He analogically stated that a small change in the state of the atmosphere due to a flap of a butterfly’s wings can grow exponentially and over a period of time can create a devastating tornado.

Later in 1975, Li and Yorke [59] used the term chaos for the first time. The phenomena which Li and Yorke described in their paper as chaos was the same phenomena that Newton, Laplace, Poincare and Lorenz had previously studied.

In 1986 at a Royal Society seminar the word chaos was defined as “stochastic behaviour occurring in a deterministic system” [54]. Ian Stewart [54] interpreted the definition accepted at the Royal Society seminar and suggested “Chaos is lawless behaviour governed entirely by law”.

10
In 1993, Ralph Stacey [60] focused on the patterns created by chaotic systems and defined *chaos* as a pattern generated by a fixed law within a random behaviour.

Two years later, Kaplan and Glass [61] elaborated the definition of chaos and suggested “chaos is defined to be aperiodic bounded dynamics in a deterministic system with sensitive dependence on initial conditions”.

In 1996, Abarbanel [62] elaborated on Kaplan and Glass’s definition and proposed that “chaos is the deterministic evolution of a nonlinear system which is between regular behaviour and stochastic behaviour or ‘noise’. This motion of nonlinear systems is slightly predictable, non-periodic and specific orbits change exponentially rapidly in responses to changes in initial conditions or orbit perturbations”.

Being aperiodic and bounded, having the sensitivity to initial conditions and possessing a prediction horizon due to the deterministic nature of chaotic systems are the four key points highlighted in Kaplan and Glass [61] and Abarbanel’s [62] definition.

### 2.2 Chaotic Time Series Forecasting

The future state of a complex system is not known to anyone; however, the attempt to approximately predict the future state is beneficial to decision makers. In the past several decades, some nonlinear techniques have been introduced in the literature to forecast the future state of chaotic systems.

Before the 1980s, traditional linear autoregressive moving average (ARMA) models introduced by Box and Jenkins [63] were popular models in the area of forecasting [29,64]. ARMA models are linear and are not capable of forecasting nonlinear, non-stationary and chaotic time series [29,31,65,66,67]. Therefore, ARMA
models are not popular, accurate and practical methods to forecast nonlinear time series [68,69,70,71,72,73]. In the 1980s, gradually the essential tools to analyze chaotic time series were developed [74]. Chaos theory, as an essential part of nonlinear theory, has provided an appropriate tool to illustrate the characteristics of the dynamical systems and predict the trend of complex systems.

There are two main approaches to forecast chaotic time series: local modeling and global modeling [23,75,76]. A combination of forecasting methods known as the ensemble method is also used for forecasting.

2.2.1 Local Models

Local models perform the forecasting by searching for the local regions of the time series which approximately present a region of the data immediately before the point to be forecasted. In local modeling, the overall prediction model consists of several local estimators where the local estimators define the various portions of the input space [22].


In early 1990s, Jacobs et al. [78] and Kennel [11] employed local models to forecast chaotic time series. In late 1990s, McNames [25] proposed a nearest trajectory strategy which later was followed by Bontempi et al. [76] to develop a predicted sum of squares (PRESS) method.
In 1998, Zhang et al. [79] developed a local forecasting model based on Lyapunov exponents. In the same year, a method involving dynamic cell structures combined with local linear models (DCS-LMM) was reported by Chudy and Farkas [80] and ordinary least squares (OLS) by Kugiumtzis et al. [81].

In 2001, Sello [82] developed a model based on a local hypothesis of the behaviour of embedding space, employing an optimal number of neighbouring vectors. One year later, Fontenla-Romero [83] proposed distributed local models (DLM). Recently, Gholipour et al. [84] presented a locally linear neuro-fuzzy model with locally linear model tree (LoLiMoT) and Martinez-Rego et al. [22] reported distributed local experts based on vector-quantization using information-theoretic concept (DLE-VQIT).

2.2.2 Global Models

There are a number of forecasting methods based on the global modeling approach in the literature. In global models only one fitting function is engaged to forecast the future of the system [33]. Since the 1970s, numerous global methods such as bilinear models [85,86], exponential autoregressive models [87,88], state-dependent models [89,90], threshold autoregression (TAR) [91], the threshold model [92], neural gas [93], adaptive memory-based regression (AMB) [94], the long short-term memory (LSTM) Gaussian process (GP) [95], echo-state networks (ESNs) [96], the flexible neural tree (FNT) [97], and the dynamic evolving computation system (DECS) [98] are introduced in the literature.

Artificial neural networks (ANNs) as part of global modeling were employed by researchers to forecast chaotic time series. Multi-layer perceptron neural networks (MLP) has been used by Elsner [99], Park et al. [16] and Liu et al. [26]. Tapped delay line neural
networks (TDLNN) are employed by Veelen et al. [100] and Moller [101]. Zhang and Man [1], Ma et al. [27], Tenti [102], Connor and Atlas [103], Connor and Martin [104], Bone et al. [105], Han et al. [106], Assaad et al. [107] have utilized recurrent neural networks (RNN). The nonlinear autoregressive model with exogenous input (NARX) has been also applied to chaotic time series forecasting by Menezes and Barreto [28] and Diaconescu [29].

The ensemble method is introduced to improve the result of forecasting by merging individual predictors. An ensemble can be the combination of the same class of models such as ANN, SOM, SVR or different types [42]. The early ensemble model was introduced by Guan et al. [108] which combined the nearest neighbours, artificial neural networks, and genetic algorithms. Later, Lin et al. [109] merged the nearest neighbours technique with genetic algorithms.

Chaotic time series forecasting using radial basis functions (RBF) [30,110,111,112,113,114], the RBF based adaptive fuzzy system [115], the pseudo-Gaussian RBF [116], the normalized RBF [112], the RBF autoregressive model (RBF-AR) [117,118] and the RBF autoregressive model with exogenous input (RBF-ARX) [119,120,121] are observed in the literature. Wavelet neural networks (WNN) [40,41,122,123,124] and multi-wavelet networks [125] are also used to forecast chaotic time series.

The finite impulse response neural network (FIR) [126,127], backpropagation continuous-time feedforward neural networks with fixed time delays (BPNN) [128], backpropagation continuous-time feedforward neural networks with adaptable time delays (ATNN) [128], the evolvable programming net (EPNet) [129], counter-propagation networks (CPN) [130], complete counter-propagation networks with delays
(CCPND) [131] and polynomial artificial neural networks (PANN) [132] are examples of global models applied to complex systems.

Support vector regression (SVR) [133,134,135,136] and its variations such as multi-scale support vector regression (MS-SVR) [137], self-organizing map (SOM) [32,33,138,139,140,141] and its variations such as recurrent SOM (RSOM) [32] and support vector machine (SVM) [34,68,142] and its variations such as support vector echo-state machine [143] and least square SVM [35] have been used for chaotic time series prediction.

Some other artificial intelligence (AI) methods such as fuzzy and neuro-fuzzy [38,39,144], adaptive-network-based fuzzy interface system (ANFIS) [145], multi-input multi-output adaptive-network-based fuzzy inference system (MANFIS) [39], genetic algorithms [36,37,108,109], breeder genetic algorithms with line recombination (BGALR) [146], group method of data handling using genetic algorithms (GMDH-GA) [147], genetic programming-based modeling (GPM) [69], recurrent linear – genetic programming (RL-GP) [148], genetic programming augmented by binary string fitness [149], volterra [150,151,152] and volterra total least square (Volterra-TLS) [153] have been developed to forecast dynamical systems. Genetic fuzzy predictor ensemble (GFPE) [154], error propagation (EP) [155], ensemble self generating neural networks merged with genetic algorithms [156] come under ensemble forecasting methods. Wichard, and Ogorzalek [42], Rojas [31] and Bouchachia and Bouchachia [157] reported ensemble models which are capable of forecasting chaotic time series.
2.3 Summary

Since the 1980s, the necessary tools to study and forecast chaotic time series have been developed. In local modeling, the overall prediction model consists of several local estimators where the local estimators define the various portions of the input space. In global modeling, one fitting function is engaged to forecast the future of the system. The ensemble method is the combination of individual predictors.

Based on the definition of global modeling and the ensemble method, an integrated definition for the ensemble-global model is a combination of predictors or forecasting methods which form an overall fitting function to forecast the future of the system. In Chapter 4, a global forecasting model is developed to forecast chaotic time series. In Chapter 5, an ensemble-global model is introduced to increase the accuracy of prediction. In Chapter 6, the result of the ensemble-global model proposed in Chapter 5 is improved with Taguchi’s DOE. The application of the improved ensemble-global model proposed in this study is applied to stock markets and foreign exchange rates in Chapter 7.
CHAPTER 3
AN OVERVIEW OF THE EMBEDDING THEOREM
AND ARTIFICIAL INTELLIGENCE

There are four fundamental characteristics for chaotic systems: aperiodic, that is the same state will not be repeated; bounded, meaning that neighbouring states remain within a finite range and do not approach infinity; deterministic, meaning that there is a governing rule with no random term to predict the future state of the system; and sensitivity to initial conditions, meaning that a small difference in initial conditions will cause two states close to each other to diverge as the state of the system progresses. Quasi-periodic and hyper-chaotic systems fall under chaotic system [19]. Nonlinear feedback systems, in which the current state of the system is fed back to generate the future state, have the potential of being chaotic [60,158]. In the next section, the characteristics of chaotic systems are reviewed in more detail.

The purpose of this chapter is to present the necessary theories and tools adopted in this dissertation to develop an original method to forecast chaotic time series. In Section 3.1, the characteristics of chaotic systems are discussed. Chaos theory as an essential theory to properly structure a forecasting method for chaotic systems is introduced in Section 3.2. The definition of time series and chaotic time series, the methods to detect the existence of chaos in a given time series, determining embedding parameters and the embedding theorem are the subsections of Section 3.2. Two classes of artificial intelligence namely, artificial
neural networks and genetic algorithm are discussed in this chapter. Artificial neural networks as practical tools to find a relationships among given data are elaborated in Section 3.3. Genetic algorithms as an evolutionary method used for optimization are discussed in Section 3.4. This chapter is concluded in Section 3.5.

3.1 Characteristics of Chaotic Systems

It is critical to identify the characteristics of chaotic systems precisely to choose proper tools to analyze and investigate dynamical systems. Wilding [19] has presented a comprehensive review on characteristics of chaotic systems.

Chaotic systems are deterministic. A system is deterministic when a governing law determines the future state of the system based on previous states with no involvement of random terms [159].

Complex systems inherit bounded behaviour. When data points which are extracted from a dynamical system remain within a finite range and do not approach infinity, the system is bounded. Another requirement of a bounded system is being stationary. Being stationary means to have similar behaviour at all times or the mean and standard deviation stay constant [61].

Aperiodic behaviour is the key element of chaotic systems. An aperiodic characteristic is defined as a property of a system to show irregular oscillations which do not increase, decrease or stay steady. In other words, the system is neither random nor periodic [61].
A system which is operating in a stable mode can change to other modes such as periodic or chaotic, if the system’s parameters are changed. Also, it is common for complex systems to switch between various modes as the system progresses over time [160].

Sensitivity to initial conditions is the most well-known characteristic of chaotic systems [58]. Even a subtle difference in initial conditions amplifies over time until the future states of two points initially close to each other become drastically different. This critical property of chaotic systems makes the long term prediction of complex systems impossible. The Lyapunov exponent is an appropriate tool to quantify the convergence or divergence of the system and determine the predictability horizon [161].

Chaotic systems generate patterns despite random-look behaviour. The generated patterns do not repeat themselves but they have similar properties. Snowflakes are an example of these types of patterns. A deterministic system generates the shape of snowflakes; however, a small change impacts the final shape of the snowflakes. In chaos literature, the attractor is referred to as the patterns produced by chaotic systems [19].

The term attractor is defined by Crutchfield et al. [55] as “The set of points in phase space visited by the solution to an evolution equation long after (initial) transients have died out”. In other words, attractors geometrically form the long-term projection of a system in the phase space mode [55]. For a stable system, the attractor is a fixed point attractor. The attractor for periodic systems is cyclic. A quasi-periodic system has an attractor which is a combination of two or more periods. Chaotic systems have a strange attractor [162] which is described by a stretching and folding operation [55]. The stretching and folding process produces patterns which are known as fractals.
The view of reductionism is not valid for analyzing chaotic systems. Reductionism states that a complicated problem can be broken into simple portions [163]. Later, by analyzing the simple portions of the complicated problem, the overall problem can be resolved. Goldratt [164] demonstrated that in chaotic systems this methodology is not valid and a subtle change in any of the simple parts may result in a drastic change in the overall system’s response.

Chaotic systems when analyzed by a computer can produce different results. An identical code can produce completely different results when run with two different computers or software [54]. Peitgen [58] warned of the risk of relying only on the result of computer packages. He emphasized that it is necessary to understand the outcome of the computer packages and the reasons behind the generated outcomes.

### 3.2 Theory of Chaos

Chaos theory is a new area of mathematics which is also known as complexity or nonlinear dynamics [165]. Although chaotic systems are deterministic and governed by certain laws, due to nonlinear effects and sensitivity to initial conditions they are predictable within limited horizon [54].

Many natural systems show nonlinear or chaotic behaviour. Using chaos theory, these systems have been described by mathematical equations. For a chaotic system, the phase space is defined as a vector space $\mathbb{R}^n$ with each point in the phase space being described by an $n$-dimensional vector $s(t)$, which is required to obtain the progression of the system [166]. $s(t)$ is defined in Eq. (1):

$$s(t) = [s_1(t), s_2(t), s_3(t), ..., s_n(t)]$$
where $t$ is an index for the time series and $n$ is the dimension of vector space $R^n$. With the use of the nonlinear function $Q: R^n \rightarrow R^n$, which describes the system, the future value of the system at time $t+\tau$ can be determined by Eq. (2).

$$s(t) \rightarrow Q(s(t)) = s(t + \tau)$$  \hspace{1cm} (2)

A small change in the state of the system, $s(t)$, will substantially influence the trend of the system and after several iterations, the system becomes unforeseeable. This behaviour of dynamical systems is known as sensitivity to initial conditions or the butterfly effect [21].

The progression of a non-random system creates a trajectory named an attractor. Takens’ embedding theorem [20] states that because the value of $s(t)$ and its components, $s_1(t)$, $s_2(t)$, $s_3(t)$, ... in a chaotic system are unknown, if one is able to observe a single quantity or variable $x(t)$ from this dynamical system, then the attractor can be unfolded from this set of observed samples [62]. This means that if a single quantity $x(t)$ is observed from a chaotic system, the reconstructed dynamics of a system $Y(t) = [x(t), x(t+T), x(t+2T), ...]$, with $T$ defined as time delay, is geometrically similar to the original attractor. Therefore, if a dynamical system $s(t) \rightarrow s(t+1)$ exists, then sequential order of reconstructed phase space points $Y(t) \rightarrow Y(t+1)$ follows the unknown dynamics of $s(t) \rightarrow s(t+1)$. Therefore, the behaviour of the actual system is reflected in the observed time series generated from the system [154]. More details on chaos theory can be found in the text book by Abarbanel [62]. A numerical example to explain chaos theory and Taken’s embedding theorem is presented in Appendix A.
3.2.1 Chaotic Time Series

A time series is a sequence of scalar values over time. Zhang et al. [39] describe a time series as “a sequence of regularly sampled quantities out of an observed system”. Kantz and Scheiber [167] define a time series as a set of scalar values which measures the status of a certain system over time. A time series is the historical record of a system, with the measurements taken at regular intervals with a consistency in the method of measurement and the system [168]. It is a useful source of information to analyze and investigate the characteristics and behaviours of a system [39]. Being aperiodic, bounded, deterministic and sensitive to initial conditions differentiates chaotic time series from other types of time series [19]. Time series analysis consists of the techniques to manipulate, characterize and perform quantitative and qualitative analysis to understand the underlying characteristics of a system [168].

3.2.2 Determining Chaos in Systems

In analyzing time series, an important step is to determine the characteristics of the data. The following methods have been used to differentiate chaotic data from non-chaotic data. The Lyapunov exponent method which looks for the main characteristics of chaotic systems, sensitivity to initial conditions, is the most preferable method in the literature.

Fourier transform

The Fourier transform can be used to identify chaos in a given time series. The Fourier transform calculates the present frequencies in a time series. Fourier transform of the time series, \( x(t) \), \( t=0,1,2,...,N-1 \), where \( N \) is the number of points can be calculated by Eq. (3):

\[
X(k) = \frac{1}{N} \sum_{t=0}^{N-1} x(t) e^{-2\pi i (kt/N)} \quad k = 0,1,2,...,N-1
\]
where $i$ is the imaginary number [169].

The power spectrum is the square of the $X(k)$ and can be calculated by Eq. (4).

$$P(k) = \frac{1}{N^2} \left[ \sum_{t=0}^{N-1} x(t)e^{-2\pi ik t/N} \right]^2 \quad k = 0, 1, 2, ..., N - 1$$  \hspace{1cm} (4)

Plotting the power spectrum of the time series can assist in determining the nature of the time series. The spectrum for chaotic time series will be broadband, meaning that the difference between the highest power value and the lowest value in the power spectrum plot is considerable, with a broad peak, meaning that a wide range of frequencies are available in the power spectrum plot. Random data should have a constant valued power spectrum. For periodic data, the power spectrum spikes at frequencies that characterize the system and remain close to zero for the others [21,170]. A numerical example is included in Appendix B.

**Lyapunov exponent**

An important characteristic of chaotic systems which is defined as the butterfly effect is the high sensitivity of the system to the initial conditions [161]. The largest Lyapunov exponent is the most practical method to identify chaotic behaviour in a system. The Lyapunov exponent quantifies the convergence and divergence of neighbouring trajectories. If there exists a function which maps $x(t)$ to $x(t+1)$, $x(t) \rightarrow R(x(t)) = x(t+1)$, for two nearby initial points at $x(0)$ and $x(0)+\Delta x(0)$, after one iteration the separation of the points can be calculated by Eq. (5):

$$\Delta x(1) = R(x(0) + \Delta x(0)) - R(x(0)) \approx \Delta x(0) R'(x(0))$$  \hspace{1cm} (5)

where $R' = dR/dx$. 
The Lyapunov exponent at \( x(0) \) can be defined such that \( e^{\lambda} = |\Delta x(1)/\Delta x(0)| \) or can be rearranged as shown in Eq. (6).

\[
\lambda = \ln|\Delta x(1)/\Delta x(0)| \approx \ln|R'(x(0))| \quad (6)
\]

The quantity \( |\Delta x(1)/\Delta x(0)| \) is the Lyapunov exponent or the measurement of the stretching at \( x = x(0) \). If \( \Delta x(1)/\Delta x(0) \) is negative, it means the two nearby points interchange their order (the larger becomes smaller, and vice versa) upon iteration.

To obtain the global Lyapunov exponent, the average of Eq. (6) over a large number of iterations is calculated as presented in Eq. (7) [171].

\[
\lambda = \lim_{N \to \infty} \frac{1}{N} \sum_{t=0}^{N-1} \ln |R'(x(t))| \quad t = 0,1,2,...,N-1 \quad (7)
\]

The value zero is interpreted as cyclic behaviour, a negative exponent means non-chaotic behaviour, and a positive Lyapunov exponent proves the existence of chaos in the system [21,161]. A numerical example is included in Appendix B.

**Hurst exponent**

Harold Edwin Hurst is known for introducing the Hurst exponent as a measurement for the predictability of a time series [172,173]. The Hurst exponent is determined using R/S analysis. For a given time series with \( N \) points and selected \( p \) where \( 10 \leq p < N / 2 \), the times series can be divided into \( N/p \) blocks.

For each block the maximum range, the average value and the standard deviation are calculated. Then for each block the value of \( \text{(range)/(standard deviation)}, rs \) is obtained and averaged over all the blocks. Eq. (8) shows the relation between the average value \( rs \) and Hurst exponent:
\[ r_s = \left( \frac{P}{2} \right)^H \]  

where \( H \) is the Hurst exponent.

Hurst exponents can change between 0 and 1. The Hurst exponent of 0.5 shows a true random walk. A value between 0 and 0.5 indicates non-persistent behaviour, meaning that the data is not random but the current trend is unlikely to continue. A Hurst exponent between 0.5 and 1 proves that the data are more persistent and the current direction is likely to continue. A Hurst exponent of 0 means that the time series changes direction with every sample. A constant time series with non-zero gradient will result in a Hurst value of 1 \[174\]. A numerical example is included in Appendix B.

Fractal dimension

Another method to identify the existence of chaos in a system is fractal dimension. Non-integer fractal dimension shows that the system is chaotic. Correlation dimension is one of the most common fractal dimensions used in the literature \[21,175\]. If a sphere of radius \( r \) is centred on a specific point in \( D \)-dimensional space, then the mean of points in the sphere, \( C(r) \), excluding the centre point can be calculated by Eq. (9):

\[ C(r) = \frac{1}{N(N-1)} \sum_{j=0}^{(N-DT-1)(N-DT-1)} \sum_{k=0,k\neq j}^{\Theta(r - |Y(j) - Y(k)|)} \]

where \( \Theta(x) \) is the indicator function defined as 
\[ \Theta(x) = \begin{cases} 0 & \text{if } x < 0 \\ 1 & \text{if } x \geq 0 \end{cases}. \]

A plot of \( C(r) \) versus \( r \) should give an approximately straight line whose slope is the correlation dimension \( d_c \) as formulated by Eq. (10).
The correlation dimension $d_c$ with integer value shows that the attractor is a simple geometric object. A non-integer value for $d_c$ indicates that the attractor is strange and the system is chaotic [21,175]. A numerical example is included in Appendix B.

3.2.3 Embedding Theorem

In the absence of a governing equation for a chaotic system, the phase space points are generated from the original time series using the embedding method [166]. The embedding theorem proposes that if an appropriate dimension is selected for a chaotic time series, the data can be reconstructed and the unfolded data can reveal the hidden information of the system.

A chaotic time series can be embedded in multi-dimensional space by plotting the data point $Y(t)$, $t=1,2,...,N-(D-1)T$ where $Y(t) = [x(t), x(t+T), ..., x(t+(D-1)T)]$, $N$ is the length of the original time series, $D$ is the embedding dimension of the time series, and $T$ is time delay. The method of embedding observed data in a $D$-dimensional space is known as phase space reconstruction [62]. To apply Taken’s theorem properly, appropriate selection of the embedding dimension $D$ and time delay $T$ are required [21]. A numerical example is included in Appendix C.

3.2.4 Determining Time Delay

To select proper time delay $T$, low correlation between nearby elements in the phase space points should be provided without being too long. The first minimum of the average mutual information function can be selected as time delay [21].
Average mutual information is a theoretic method to connect two sets of measurements with each other and establish a criterion for their mutual dependence based on the notion of information connection between them. Average mutual information is used to give a precise definition to the notion that measurements \( x(t) \) at time \( t \) are connected in an information theoretic fashion to measurements \( x(t+T) \) at time \( t+T \). Therefore, the average mutual information between \( x(t) \) and \( x(t+T) \) can be calculated by Eq. (11):

\[
I(T) = \sum_{x(t), x(t+T)} \Pr(x(t), x(t+T)) \log_2 \left[ \frac{\Pr(x(t), x(t+T))}{\Pr(x(t)) \Pr(x(t+T))} \right]
\]

where \( \Pr(x(t), x(t+T)) \) is the joint probability density at time \( t \) and \( t+T \) leading to \( x(t) \) and \( x(t+T) \) concurrently. \( \Pr(x(t)) \) and \( \Pr(x(t+T)) \) are the probability densities at time \( t \) and \( t+T \) resulting in \( x(t) \) and \( x(t+T) \), respectively. For a time series, the histogram of the measurements can be used to calculate the probabilities [21,62].

\( I(T) \) determines the average amount of information shared by two values in the time series. When the value of \( T \) increases, \( x(t) \) and \( x(t+T) \) become independent and \( I(T) \) will tend to zero [62]. A numerical example is included in Appendix C.

### 3.2.5 Determining Embedding Dimension

To choose a suitable embedding dimension \( D \), it is important to understand the impact of the embedding dimension on the structure of an attractor. As the embedding dimension increases, the attractor unfolds. When the attractor is unfolded completely, the same point on the attractor will not cross itself [21].

The method of false nearest neighbours suggests that, when the attractor’s trajectories come to cross, two neighbouring phase space points stand extremely apart from each other in the successive order of the embedded time series. Cao [176] has
implemented this idea and has developed a method to estimate an effective embedding dimension [21]. Cao [176] defined Eq. (12) to calculate $E(D)$:

$$E(D) = \frac{1}{N - DT} \sum_{t=0}^{N-DT-1} \left[ \frac{Y_{D+1}(t) - Y_{D+1}^{NN}(t)}{Y_D(t) - Y_D^{NN}(t)} \right]$$

where $N$ is the length of the original time series, the subscript $D$ refers to the embedding dimension, and the superscript $NN$ means the nearest neighbour to the other vector as calculated by Eq. (13).

$$\left| Y_D(t) - Y_D^{NN}(t) \right| = \max_{0 \leq j \leq D-1} \left| x(t + jT) - x^{NN}(t + T) \right|$$

As $D$ becomes large enough, $E_1(D)$, the ratio of $E(D+1)$ over $E(D)$, which can be calculated by Eq. (14) approaches 1.

$$E_1(D) = \frac{E(D+1)}{E(D)}$$

The appropriate embedding dimension is given by the value of $D$ where $E_1(D)$ stops changing. Practically, this means choosing the value of $D$ where $E_1(D)$ begins to level out, near unity [21]. A numerical example is included in Appendix C.

3.3 Artificial Neural Networks

Artificial neural networks (ANNs) are nonlinear methods which simulate the human neural system. They have the functions of self-organizing, data-driven, self-study, self-adaptive and associated memory. ANNs are capable of capturing the hidden functional relationships among the given data [177].

Neural networks consist of extensive classes of various architectures. They are composed of a number of interconnecting elements named neurons. Neural networks can
be categorized into dynamic and static networks. Static or feedforward networks do not have any delay or feedback elements. On the contrary, the output of dynamic networks depends on the current, previous inputs or outputs of the network [178]. In this section, a feedforward neural network and two dynamic neural networks, the Elman neural network and the NARX neural network, are reviewed.

### 3.3.1 Feedforward Neural Network

The feedforward neural network is the most popular and most widely used architecture and consists of an input layer, several hidden layers, an output layer, a summation and a nonlinear transfer function as shown in Figure 3.1.

![Figure 3.1 Single node in a feedforward neural network.](image)

The inputs $u_j, j = 1, 2, ..., M$ to the input layer are multiplied by the weights $w_{jk}$, where $k$ represents the number of neurons in the hidden layer, and added up with the bias $b_k$. The obtained value $r_k$ is the input to the transfer function $f$ [179]. The output of node $k$ is calculated as shown in Eq. (15).

$$y_k = f \left( \sum_{j=1}^{M} w_{jk} u_j + b_k \right)$$  \hspace{1cm} (15)
A multi-layer feedforward (MLFF) network is structured by connecting several nodes. A typical feedforward neural network is shown in Figure 3.2.

**Figure 3.2** The architecture of feedforward neural network.

Given input data $u_i$, $i=1,2,...,Ni$ and output data $y_k$, $k=1,2,...,No$ finding the best feedforward network can be formulated as a least squares fit by Eq. (16).

$$y_k = f_o \left( \sum_{o=1}^{No} b_o + \sum_{h=1}^{Nh} w_{ho} \cdot f_h(r_h) \right) = f_o \left( \sum_{o=1}^{No} b_o + \sum_{h=1}^{Nh} w_{ho} \cdot f_h(b_o + \sum_{i=1}^{Ni} w_{ih}u_i) \right)$$

(16)

First, the parameters of the feedforward network architecture, namely, the number of hidden layers and neurons in each layer need to be selected. The inputs $u_i$, $i=1,2,...,Ni$ to the input neurons are multiplied by weights $w_{ih}$, with $h=1,2,...,Nh$ representing the number of neurons in the hidden layer, and summed up together with the constant bias term $b_h$. The resulting $r_h$ is the input to the transfer function $f_h(\bullet)$. Later, the results of the hidden layer are multiplied by weights $w_{ho}$, and summed up together with the constant bias term $b_o$. The
resulting \( r_o \) is the input to the transfer function \( f_o(\bullet) \). Finally, the unknown parameters which are the weights, \( w_{ih} \) and \( w_{ho} \) and biases, \( b_h \) and \( b_o \) will be determined \([178, 180]\).

### 3.3.2 Elman Neural Network

The Elman network belongs to the class of recurrent neural networks (RNN) architecture. The Elman network is a two-layer network and contains additional feedback connections from the output of the hidden layer to the input layer \([181]\). Figure 3.3 demonstrates that the Elman neural network contains four units: input, hidden, recurrent and output units. The recurrent units which transfer the previous state of the hidden units to the input layer are recognized as a one-step time delay \([1]\).

At a certain time, the previous state of the hidden units and the present inputs are fed to the Elman network as inputs. With this arrangement, the network can be treated as a feedforward neural network and can process the inputs to generate the outputs. When the training starts, the recurrent units are receiving the feedbacks from the current state of the hidden units and the data will be kept for the next training step \([1]\).

The primary input to the Elman network is \( u_i, i=1,2,...,Ni \) and output data \( y_k, k=1,2,...,No \). The architecture of the Elman network can be written mathematically by Eq. (17):

\[
y_k = f_o \left( \sum_{o=1}^{No} b_o + \sum_{h=1}^{Nh} w_{ho} f_h (b_h + \sum_{i=0}^{Ni} w_{ih} u_i + \sum_{j=0}^{Nh} w_{jh} a_h (k-1)) \right)
\]  

(17)

where \( w_{ih} \), \( w_{jh} \) and \( w_{ho}, i=1,2,...,Ni; j,h=1,2,...,Nh; o=1,2,...,No \) are the weights of the connections between the input and hidden units, between the recurrent and the hidden units, and between the hidden and the output units, respectively. \( b_h \) and \( b_o \) are biases of the hidden units and the output units, and \( f_h(\bullet) \) and \( f_o(\bullet) \) are the hidden and output
functions, respectively [1]. The structure of Eq. (17) is similar to Eq. (16) which is generated for a feedforward neural network. However, the last term in Eq. (17),
$$\sum_{j=0}^{Nh} w_{j\alpha} a_{\alpha}(k-1),$$
represents the feedback from the hidden layer to the input layer.

![Diagram of Elman recurrent neural network](image.png)

**Figure 3.3** The architecture of Elman recurrent neural network.

### 3.3.3 NARX Neural Network

The nonlinear autoregressive with exogenous input (NARX) neural network is another class of ANNs which are suitable for modeling nonlinear systems and time series [15]. The NARX network is a dynamic neural network and contains recurrent feedback from several layers of the network to the input layer [166,182,183]. NARX can be mathematically represented by Eq. (18):

$$y(n+1) = f[y(n),...,y(n-d_y);u(n),...,u(n-d_u)]$$

(18)
where \( u(n) \in \mathbb{R} \) and \( y(n) \in \mathbb{R} \) are the input and output of the model at discrete time step \( n \), respectively, and \( d_u \geq 1 \) is the input and \( d_y \geq 1 \), \( (d_y \geq d_u) \) is the output delay. The function \( f(\cdot) \) is generally unknown and can be approximated [28]. For the NARX architecture shown in Figure 3.4 with one time series as input and one time series as output, the general NARX network equation can be written as Eq. (19):

\[
y(n+1) = f_o[b_o + \sum_{i=1}^{Nh} w_{ho} \cdot f_h(b_h + \sum_{i=0}^{d_u} w_{hi} u(n-i) + \sum_{j=0}^{d_y} w_{yo} y(n-j))] \tag{19}
\]

where \( w_{hi}, w_{yo}, i = 1,2, ..., d_u, j = 1,2, ..., d_y, h = 1,2, ..., Nh \) are the weights, \( b_h \) and \( b_o \) are biases and \( f_h(\cdot) \) and \( f_o(\cdot) \) are the hidden and output functions [28].

**Figure 3.4** The architecture of NARX neural network.
The NARX network can be used in multi-time series input and multi-time series output applications. The equation for a general NARX network with two inputs and one output can be written as Eq. (20):

\[
y(n + 1) = f_o \left[ b_o + \sum_{h=1}^{N} w_{b_h} f_h \left( b_h + \sum_{i=0}^{d_1} w_{1ih} u_1(n-i) + \sum_{j=0}^{d_2} w_{2jh} y(n-j) \right) \right]
\]

where \( w_{1ih} \) and \( w_{2ih} \), \( i = 1,2,\ldots, d_{a_1}, i = 1,2,\ldots, d_{a_2} \) are the weights of the connections between the first input units and the hidden units and between the second input units and the hidden units, respectively [28].

### 3.4 Genetic Algorithms

Genetic algorithms are an evolutionary method which simulates the process of natural selection proposed by Darwin in 1859 [184]. Genetic algorithms follow the survival strategy used by nature to modify species. In 1975, Holland [185] introduced the GA method for the first time for optimization purposes [70].

In the GA method, the optimization parameters are represented as strings of binary digits to mimic biological chromosomes. Crossover and mutation are used to generate new offspring. The format of the chromosomes is the first step in the design of the structure of a GA search. The parameters are restructured as binary strings to form strings of digits [70]. In GA literature, the space assigned to each parameter is called a gene. Each gene contains several binary digits. A chromosome is formed when several genes are combined as shown in Figure 3.5.
The minimum and maximum values of the parameters are determined. The value of the genes needs to be kept between these two values. The next step is selection of population size which is the number of chromosomes for each generation. The location of crossover and the probability of mutation are required before running a GA process [70].

In the GA method, the first population of chromosomes is generated randomly. The chromosomes are broken into the genes. The values of the genes which represent the value of the corresponding parameters are tried on the overall function. The fitness of each chromosome is measured. Using Eq. (21) the probability of selecting the chromosomes for mating is determined:

$$p_i = \frac{f_i}{\sum_{i=1}^{N} f_i}$$  \hspace{1cm} (21)

where $f_i$ represents the fitness of the chromosome, and $N$ is the population size.

Based on Eq. (21) the mating chromosomes are selected and according to the preset probability the locations of the crossovers are identified. When the crossovers take place, the mutation will apply to each bit of the chromosomes based on the preset probability. The resulting chromosomes will be transferred to the next generation and the population of the next generation will be formed as demonstrated in Figure 3.6. Over the generations, the
best chromosome which optimizes the overall function will be selected as the best chromosome, and the value of the parameters will be selected accordingly [70].

![Figure 3.6 Schematic illustration of genetic algorithms.](image)

### 3.5 Summary

The first step to analyze a system is to identify the nature of the system. Systems are classified into three main categories: stable, periodic and chaotic. Chaotic systems can be recognized by being deterministic, bounded, aperiodic, and sensitive to initial conditions, changing domains, having chaotic patterns and a chaotic attractor, invalidating the reductionism approach and underestimating computer accuracy. Chaos theory can describe complex systems mathematically. Takens’ embedding theorem states that, in chaotic systems, phase space points follow the unknown dynamics of the original system. A sequence of scalar values over time which are taken in regular intervals and exhibit chaotic characteristics are called chaotic time series.

The purpose of this chapter was to introduce the tools and theories required to develop the forecasting method proposed in this dissertation. The content of this chapter is adopted in the following chapters and correlates with the block diagram in Figure 1.1.
In Section 3.2.2, four methods, Fourier transform, Lyapunov exponent, Hurst exponent and fractal dimension, were introduced to identify the existence of chaos in a system. The application of Section 3.2.2 is reflected in the block diagram items 2 and 11. Based on the content of Sections 3.2.3, 3.2.4 and 3.2.5, to apply the embedding theorem, proper time delay and embedding dimension are required. The application of Sections 3.2.4 and 3.2.5 is mentioned in the block diagram item 3. Also, the block diagram item 4 presents the application of Section 3.2.3.

Artificial neural networks are nonlinear models which simulate the human neural system and have the functions of self-organizing, data-driven, self-study, self-adaptive and associated memory. ANNs are capable of capturing the hidden functional relationships among the given data. The feedforward neural network is an example of static neural networks and Elman and NARX are the examples of dynamic neural networks. The content of Section 3.3 is used in the block diagram items 6 and 12. In the block diagram item 6, the artificial neural network architectures introduced in Sections 3.3.1 and 3.3.2 can be used. In the block diagram item 12, the artificial neural network architectures discussed in Sections 3.3.1 and 3.3.3 can be adopted.

Genetic algorithms as an evolutionary method which simulates the process of natural selection can be used for the purpose of optimization. Genetic algorithms in Section 3.4 can be employed to improve the result of the neural networks presented in the block diagram items 6 and 12.
CHAPTER 4

COMBINATION OF CHAOS THEORY AND ARTIFICIAL INTELLIGENCE IN CHAOTIC TIME SERIES FORECASTING

In this chapter, a unique technique based on chaos theory and artificial neural networks is proposed to analyze and forecast chaotic time series. The first requirement is to analyze the time series and investigate the presence of chaos in the time series. The embedding theorem is used to determine the embedding parameters $D$ and $T$, and accordingly the chaotic time series is reconstructed into the phase space points. Based on chaos theory, there exists an unknown mathematical equation which can forecast the future value of the phase space points. Artificial neural networks are employed to capture the functional relationships among the given phase space points. Therefore, the embedded phase space points are fed into a neural network and trained. The weights and biases of the trained neural network are kept to forecast the future of phase space points. When the unknown phase space points are predicted, the future values of the time series are obtained consequently. Two neural network architectures, feedforward and Elman, are utilized for forecasting. Genetic algorithms are merged with the proposed method to improve the performance of the forecasting method by selecting the best initial weights and biases for the neural networks. The Mackey-Glass, Logistic and Henon time series are used to validate the performance of the proposed technique. The numerical experimental results
confirm that the proposed method can forecast the chaotic time series effectively and accurately when compared with the existing forecasting methods.

The content of the current chapter has been presented at the Canadian Operational Research Society (CORS) conference [186], published in the Proceedings of the 3rd World Conference on Production and Operations Management [187] and accepted for publication by the International Journal of Applied Management Science [188].

The current chapter is structured as follows. In Section 4.1, a novel forecasting method developed in this research work, which is based on the precise definition of chaos theory, is presented. In order to evaluate the performance of the proposed method, three well-known chaotic time series, Mackey-Glass, Logistic and Henon are used for benchmarking. In Section 4.2, feedforward neural network architecture is selected to forecast the chaotic time series. In Section 4.3, Elman RNN architecture is selected to forecast the chaotic time series. In Section 4.4, genetic algorithms are utilized to improve the performance of the neural networks. Section 4.5 compares the performance of the proposed forecasting method in this chapter with the results presented in similar research works in the literature. Section 4.6 concludes Chapter 4.

4.1 Introducing the Proposed Forecasting Method

This section introduces an original technique which has been developed to forecast one step ahead of a given chaotic time series. The current state is used to forecast the next state. When the next state is predicted, the real value of the next state is used to forecast the following state and so on. The key difference between this technique and the techniques proposed in the literature [1,13] is the utilization of the precise definition of chaos theory and the embedding theorem.
Chaos theory states that for a chaotic system, there exists an unknown mathematical equation which can describe the system, Eq. (2). On the other hand, Taken’s [20] embedding theorem claims that in phase space mode, a chaotic system reflects most of the characteristics of the original system. Therefore, $s(t)$ in Eq. (2) can be replaced by $Y(t)$. Also, unknown function $Q: \mathbb{R}^n \rightarrow \mathbb{R}^n$ can be estimated by function $G: \mathbb{R}^D \rightarrow \mathbb{R}^D$ where $D$ is the embedding dimension. $D$ mimics $n$, the dimension of the original state. Eq. (2) at time $t+1$ can be rewritten as Eq. (22) which is the next state of the system.

$$Y(t) \rightarrow G(Y(t)) = Y(t + 1)$$ (22)

The contribution of ANN is to find an appropriate relationship between the current state of the system and the next state of the system. In the current technique, an artificial neural network is trained using a single phase space point (current state) as input and a single phase space point (next state) as output. This complies precisely with the definition of chaos theory and the embedding theorem.

On the other hand, in the forecasting methods proposed in the literature an artificial neural network is trained either using a single phase space point as input and a single point from the time series as output [13] or with multiple phase space points as input and a single phase space point as output [1]. None of these approaches makes full use of the precise definition of chaos theory.

Figure 4.1, which is Block A in Figure 1.1 demonstrates the required steps to develop the proposed forecasting method. Based on the observed time series data set, $x(1), x(2), x(3), ..., x(N)$, where $N$ is the length of the data set, the presence of chaos is examined by Fourier transform, Lyapunov exponent, Hurst exponent and fractal dimension as mentioned in Section 3.2.2. When the presence of chaos is detected in the
observed time series then the phase space parameters $D$ and $T$ are calculated as described in Sections 3.2.4 and 3.2.5. Based on the discussion in Section 3.2.3, $[N-(D-1)T]$ phase space points $Y(j), j = 1\sim[N-(D-1)T]$, are generated as shown in Eq. (23).

\[
Y(1) = [x(1), x(1+T), \ldots, x(1 + (D-1)T)] \\
Y(2) = [x(2), x(2+T), \ldots, x(2 + (D-1)T)] \\
\ldots \\
Y(j) = [x(N - (D-1)T), x(N - (D-1)T + T), \ldots, x(N)]
\]  

\[ (23) \]

**Figure 4.1** A block diagram demonstrating the proposed forecasting method.

An artificial neural network with a single phase space point, $D$ input units, and a single phase space point, $D$ output units, is trained. The generated phase space points as
inputs, \( Y(i), i = 1\sim(N-(D-1)T-1) \) and outputs \( Y(k), k = 2\sim(N-(D-1)T) \) are denoted by Eq. (24) and Eq. (25), respectively.

\[
\begin{bmatrix}
Y(1) \\
Y(2) \\
\vdots \\
Y(N-(D-1)T-1)
\end{bmatrix}
\]  
(24)

\[
\begin{bmatrix}
Y(2) \\
Y(3) \\
\vdots \\
Y(N-(D-1)T)
\end{bmatrix}
\]  
(25)

After training the artificial neural network, the weights and biases of the network are kept to forecast the unknown phase space points. When the neural network training is completed, based on the known vector, \( Y(N-(D-1)T) \) as input to the trained neural network, the unknown vector, \( Y(N-(D-1)T+1) \) is determined. \( Y(N-(D-1)T+1) \) is composed of known values \( x(N-(D-1)T+1), x(N-(D-1)T+1+T), \ldots, x(N-(D-1)T+1+(D-2)T) \) and unknown value \( x(N+1) \). When \( Y(N-(D-1)T+1) \) is determined, the only unknown value, \( x(N+1) \), can be obtained.

4.2 Numerical Analysis Using Feedforward Neural Network

In order to evaluate the performance of the proposed method, the developed technique is applied to three chaotic time series: Mackey-Glass, Logistic and Henon. In this section, the feedforward neural network is used to estimate the unknown chaotic function.
4.2.1 Mackey-Glass Equation

The Mackey-Glass equation originally was proposed as a model of blood cell regulation [189]. The Mackey-Glass time series has been used in the literature as a benchmark model due to its chaotic characteristics. The differential equation leading to the time series is demonstrated in Eq. (26).

\[
\frac{dx}{dt} = \frac{ax(t-\tau)}{[1 + x'(t-\tau)]} - bx(t)
\] (26)

In the Mackey-Glass equation the delay parameter, \(\tau\), determines the nature of the chaotic behaviour of the Eq. (26); i.e. \(\tau \leq 4.43\) produces a fixed point attractor, \(4.43 < \tau \leq 13.3\) a stable limit cycle attractor, \(13.3 < \tau \leq 16.8\) a double limit cycle attractor and \(\tau > 16.8\) chaos. In order to compare the results of the proposed technique with the results published in the literature, the parameters are selected according to the previous report [1], where the constants are taken to be \(a = 0.2\), \(b = 0.1\) and \(c = 10\), and chaotic time series is generated by \(\tau = 17\) and initial value \(x(0) = 1.2\).

A chaotic data set with 1000 data points is generated by Eq. (26) and reconstructed into the phase space points. The first 500 data points are used for training and the remaining 500 data points are kept to test the performance of the proposed method. The embedding dimension \(D\) and the time delay \(T\) are calculated using TSTOOL [190], an add-on toolbox for MATLAB [191]. The time series are reconstructed with \(D = 3\) and \(T = 7\). The data in the time domain and phase space domain are shown in Figure 4.2.

The embedded phase space points \(Y(t)\) are generated based on the first 500 data points. A feedforward neural network is trained using the reconstructed phase space points. The number of the hidden layer nodes is selected via trial-and-error, which is the most common way in the literature. The weights and biases of the neural networks are kept to
forecast the unknown phase space points. Finally, the forecasted phase points are decomposed to forecast the future values of the time series as shown in Figure 4.3.

**Figure 4.2** Mackey-Glass chaotic time series a) in time domain, b) in phase space domain.

**Figure 4.3** Comparison of Mackey-Glass time series and forecast values using FFNN.
Based on the selected research works for comparison, the error indices are calculated. In order to evaluate the prediction performance and compare it with the results reported in the literature, the mean squared error (MSE) and the normalized mean squared error (NMSE) are calculated by Eq. (27) and Eq. (28), respectively.

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \tag{27}
\]

\[
NMSE = \left( \frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{N} (y_i - \bar{y})^2} \right) \tag{28}
\]

where \(y_i\), \(\hat{y}_i\), and \(\bar{y}\) are observed data, predicted data and the average of observed data, respectively, and \(N\) is the length of observed data. The MSE and NMSE values are reflected in Table 4.1. Appendix D exhibits the regression analysis between the network response and the corresponding targets for the feedforward neural network.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method – FFNN</td>
<td></td>
<td>5.98E-05</td>
<td>1.20E-03</td>
</tr>
</tbody>
</table>

### 4.2.2 Logistic Equation

The Logistic equation is the most famous, oldest and simplest chaotic mathematical system [70,171,192]. Although it has only one control parameter and one variable, it demonstrates chaotic behaviour. The Logistic equation had been used in insect studies [193] and fish population growth [194], however, physicist and mathematical biologist May [195] revealed the importance of the Logistic equation [171] as a chaotic system. The Logistic equation is written as Eq. (29).
With an initial state of $x(0) = 0.36$ and $r = 4.0$, a chaotic time series with 612 data points is generated using Eq. (29). The data in the time domain is shown in Figure 4.4. The embedding dimension $D = 3$ and the time delay $T = 1$ are selected based on Zhang et al. [196] and the time series is reconstructed.

![Logistic chaotic time series](image)

**Figure 4.4** Logistic chaotic time series a) in time domain, b) in phase space domain.

The embedded phase space points $Y(t)$ are obtained based on the first 512 data points. The feedforward neural network is trained using the phase space points. The remaining 100 data points are kept to examine the performance of the proposed forecasting method. The weights and biases are kept to forecast the unknown phase space points and consequently the future values of the time series as shown in Figure 4.5.

The MSE and NMSE are calculated to evaluate the performance of the proposed method when applied to the Logistic time series and shown in Table 4.2. Appendix D exhibits the regression analysis between the network response and the corresponding targets for feedforward neural networks.
Figure 4.5 Comparison of Logistic time series data and forecast values using FFNN.

Table 4.2 Logistic time series – The MSE and NMSE for the 100 test data points.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method – FFNN</td>
<td></td>
<td>4.00E-07</td>
<td>3.00E-06</td>
</tr>
</tbody>
</table>

4.2.3 Henon Equation

The Henon equation was first introduced by Henon [197] in 1976. The Henon equation has a simple format; however, it presents many aspects of dynamical behaviour of more complicated chaotic systems [198]. Henon equation is described by Eq. (30), which generates chaotic time series.

\[ x_{t+1} = Bx_{t-1} + 1 - Ax_t^2 \]  

(30)
In order to compare the results of the proposed technique with the results published in the literature, the parameters are selected according to Fanzi and Zhengding [156], where the constants are taken to be $A = 1.4$, $B = 0.3$, $x_0 = 0.3$ and $x_1 = 0.3$.

A chaotic time series with 1000 samples is generated by Eq. (30). The first 500 data points are used for training and the remaining 500 points are kept for testing. The embedding dimension $D$ and the time delay $T$ are calculated using TSTOOL [190]. The time series are reconstructed with $D = 2$, $T = 1$. The data in the time domain and the phase space domain are shown in Figure 4.6.

The embedded phase space points $Y(t)$ are generated based on the first 500 data points. The remaining 500 data points are kept for testing. The feedforward neural network architecture is selected and trained. The number of the hidden layer nodes is selected via trial-and-error which is the most common way in the literature. The weights and biases of the neural networks are kept to forecast the unknown phase space points. Finally, the forecasted phase points are decomposed to forecast the future values of the time series as shown in Figure 4.7.
In order to evaluate the performance of the proposed method, the mean square error (MSE) and normalized mean square error (NMSE) for the predicted time series values are calculated. The obtained MSE and NMSE are compared with the reported studies in the literature and reflected in Table 4.3. The results show that the proposed method can forecast the Henon time series effectively. Appendix D exhibits the regression analysis between the network response and the corresponding targets for feedforward neural networks.

Table 4.3 Henon time series – The MSE and NMSE for the 500 test data points.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>$MSE$</th>
<th>$NMSE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method – FFNN</td>
<td></td>
<td>8.51E-04</td>
<td>1.6 E-03</td>
</tr>
</tbody>
</table>
4.3 Numerical Analysis Using Elman Neural Network

The experiments in Section 4.2 which are performed with a feedforward neural network are repeated with an Elman recurrent neural network. The conditions are kept the same to be able to compare the results. The only difference between the Elman recurrent network and the feedforward neural network is the feedback mechanism which transfers the information in hidden layer to the input layer. Figure 4.8, Figure 4.9 and Figure 4.10 exhibit the outcomes of the proposed forecasting method when applied to the Mackey-Glass (M-G), Logistic and Henon time series using the Elman recurrent network.

Table 4.4 presents the performance of the proposed forecasting method using the Elman recurrent network for the three chaotic time series: Mackey-Glass, Logistic and Henon. Appendix D exhibits the regression analysis between the network response and the corresponding targets for Elman neural networks.

![Graph](image)

**Figure 4.8** Comparison of M-G time series data and forecast values using Elman ANN.
**Figure 4.9** Comparison of Logistic time series data and forecast values using Elman RNN.

**Figure 4.10** Comparison of Henon time series data and forecast values using Elman RNN.
Table 4.4 The prediction performance using Elman RNN.

<table>
<thead>
<tr>
<th>Time Series</th>
<th>MSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mackey-Glass</td>
<td>4.12E-05</td>
<td>8.05E-04</td>
</tr>
<tr>
<td>Logistic</td>
<td>2.44E-11</td>
<td>1.89E-10</td>
</tr>
<tr>
<td>Henon</td>
<td>5.41E-09</td>
<td>1.01E-08</td>
</tr>
</tbody>
</table>

4.4 Improving the Results Using Genetic Algorithms

In most training algorithms, the initial weights and biases of the neural network are selected randomly. This will cause variation in the output of the neural network. To reduce the variation of the neural network output and improve the performance of the prediction, genetic algorithms (GA) are adopted to find appropriate initial weights and biases. The GA objective function is to minimize the mean square error (MSE) between the predicted values and the original values. The GA variables are weights and biases of the neural network. When the GA is applied, the best weights and biases which improve MSE are selected.

Table 4.5 presents the performance of the proposed forecasting method improved by genetic algorithms for both feedforward and Elman recurrent neural networks when applied to the three chaotic time series: Mackey-Glass, Logistic and Henon.

Table 4.5 The prediction performance improved by genetic algorithms.

<table>
<thead>
<tr>
<th>Time Series</th>
<th>MSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mackey-Glass – Feedforward</td>
<td>5.24E-05</td>
<td>1.0E-03</td>
</tr>
<tr>
<td>Mackey-Glass – Elman</td>
<td>3.67E-05</td>
<td>7.16E-04</td>
</tr>
<tr>
<td>Logistic – Feedforward</td>
<td>2.54E-08</td>
<td>1.90E-07</td>
</tr>
<tr>
<td>Logistic – Elman</td>
<td>1.62E-11</td>
<td>1.21E-10</td>
</tr>
<tr>
<td>Henon – Feedforward</td>
<td>6.53E-04</td>
<td>1.20E-03</td>
</tr>
<tr>
<td>Henon – Elman</td>
<td>4.76E-09</td>
<td>9.01E-09</td>
</tr>
</tbody>
</table>
4.5 Comparing the Results

The results obtained in this chapter based on the proposed method are compared with the results presented in the literature. For the Mackey-Glass time series, the performance of the proposed method in this chapter is compared with the results of a simple feedforward neural network and the methods delivered by Zhang and Man [1] and Zhang et al. [39]. The method suggested by Zhang et al. [39] utilizes the application of the delay coordinate embedding technique in the multi-input multi-output adaptive-network-based fuzzy inference system (MANFIS) to forecast chaotic time series. Zhang and Man [1] used an Elman recurrent neural network to forecast chaotic time series. To improve their results, Zhang and Man [1] proposed a multi-dimensional method which combines the output of several trained neural networks with different embedding dimensions.

Table 4.6 compares the performance of the proposed method with the results presented in the literature. Based on this comparison, the proposed method using an Elman recurrent neural network and improved by genetic algorithms shows better performance.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuro-Fuzzy</td>
<td>[39]</td>
<td>1.26E-03</td>
<td></td>
</tr>
<tr>
<td>RNN – $D = 2$</td>
<td>[1]</td>
<td>1.02E-03</td>
<td></td>
</tr>
<tr>
<td>RNN – $D = 3$</td>
<td>[1]</td>
<td>4.15E-04</td>
<td></td>
</tr>
<tr>
<td>RNN – Multi-dimension</td>
<td>[1]</td>
<td>3.81E-04</td>
<td></td>
</tr>
<tr>
<td>Simple Feedforward</td>
<td></td>
<td>9.75E-04</td>
<td>1.9E-02</td>
</tr>
<tr>
<td>Proposed method – Elman</td>
<td></td>
<td>4.12E-05</td>
<td>8.05E-04</td>
</tr>
<tr>
<td>Proposed method – Elman &amp; GA</td>
<td></td>
<td>3.67E-05</td>
<td>7.16E-04</td>
</tr>
</tbody>
</table>
For the Logistic time series, the performance of the proposed method is compared with the results of a simple feedforward neural network and the results presented in the research works by Zhang et al. [196] and Ma et al. [27]. Zhang et al. [196] developed a forecasting method based on the fundamental characteristics of chaotic systems which is sensitivity to the initial conditions. The Lyapunov exponent delivers a quantitative measurement on the dynamics of a chaotic system in various embedding dimensions. In this method, Zhang et al. [196] has used a Lyapunov exponent model to predict the unknown phase space points and consequently unknown values in the time series.

Ma et al. [27] proposed a forecasting method based on evolving recurrent neural networks (ERNN), which estimates the proper embedding parameters to reconstruct a chaotic time series and improves the structure of RNN by evolutionary algorithms.

Table 4.7 compares the performance of the proposed forecasting method in this study when applied to the Logistic time series with the results presented in the literature. The combination of the Elman RNN and GA method shows the best result in Table 7.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>Prediction Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lyapunov Method – $D = 2$</td>
<td>[196]</td>
<td>1.44 E-02</td>
</tr>
<tr>
<td>Lyapunov Method – $D = 3$</td>
<td>[196]</td>
<td>3.88E-02</td>
</tr>
<tr>
<td>Lyapunov Method – Multi-dimension</td>
<td>[196]</td>
<td>3.18E-04</td>
</tr>
<tr>
<td>ERNN</td>
<td>[27]</td>
<td>6.45E-10</td>
</tr>
<tr>
<td>Simple Feedforward</td>
<td></td>
<td>3.98E-04</td>
</tr>
<tr>
<td>Proposed method – Elman</td>
<td></td>
<td>2.44E-11</td>
</tr>
<tr>
<td>Proposed method – Elman &amp; GA</td>
<td></td>
<td>1.62E-11</td>
</tr>
</tbody>
</table>
For the Henon time series, the performance of the proposed forecasting method in this study is compared with the results of a simple feedforward neural network and the results obtained from support vector regression (SVR), tapped delay line multi-layer perceptron (TDL-MLP), distributed local models (DLM), distributed local experts based on vector-quantization using information-theoretic concept (DLE-VQIT) [22], ensemble self-generating neural networks (ESGNN), GA merged with ensemble self-generating neural networks (GAESGNN) [156] and genetic wavelet neural networks (GWNN) [41]. The Elman recurrent neural network method improved with genetic algorithms exhibits the best results, compared to other methods, as shown in Table 4.8.

**Table 4.8 Henon time series – comparing the prediction performance.**

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>[22]</td>
<td>2.10E-02</td>
<td></td>
</tr>
<tr>
<td>TDL-MLP</td>
<td>[22]</td>
<td>7.59E-02</td>
<td></td>
</tr>
<tr>
<td>DLM</td>
<td>[22]</td>
<td>1.01E-01</td>
<td></td>
</tr>
<tr>
<td>DLE-VQIT</td>
<td>[22]</td>
<td>1.92E-02</td>
<td></td>
</tr>
<tr>
<td>ESGNN</td>
<td>[156]</td>
<td>2.23E-03</td>
<td></td>
</tr>
<tr>
<td>GAESGNN</td>
<td>[156]</td>
<td>2.01E-03</td>
<td></td>
</tr>
<tr>
<td>GWNN</td>
<td>[41]</td>
<td>8.42E-05</td>
<td></td>
</tr>
<tr>
<td>Simple Feedforward</td>
<td></td>
<td>3.2E-03</td>
<td>5.8E-03</td>
</tr>
<tr>
<td>Proposed method – Elman</td>
<td></td>
<td>5.41E-09</td>
<td>1.01E-08</td>
</tr>
<tr>
<td>Proposed method – Elman &amp; GA</td>
<td></td>
<td>4.76E-09</td>
<td>9.01E-09</td>
</tr>
</tbody>
</table>
4.6 Summary

In this chapter, a combination of chaos theory and neural networks is used to develop a new technique to forecast chaotic time series. The phase space reconstruction method is employed to reconstruct phase space points from chaotic time series using embedding dimension $D$ and time delay $T$. According to the phase space reconstruction method, the phase space points will reproduce the key characteristics of the original time series. Artificial neural networks which can capture the relationships among the data where the underlying function is unknown or difficult to determine have been utilized to forecast the future value of phase space points and consequently the chaotic time series.

The feedforward and Elman neural networks are selected for one step ahead forecasting. The developed technique has been applied to three different chaotic time series, Mackey-Glass, Logistic and Henon, to validate the effectiveness of the proposed technique. The proposed method is merged with genetic algorithms to improve the forecasting results. It has been observed that the new forecasting method improved with GA presents an outstanding result. The comparison between the result of the proposed technique and the results reported in the literature substantiates the effectiveness of the proposed method.
CHAPTER 5

CHAOTIC TIME SERIES FORECASTING WITH RESIDUAL ANALYSIS USING ENSEMBLE NEURAL NETWORKS

In this chapter, the contribution of residual analysis to improve the performance of the proposed forecasting method in Chapter 4 is investigated. A combination of the embedding theorem, artificial neural networks, residual analysis and genetic algorithms is employed to develop an effective technique to forecast chaotic time series. Similar to the previous method, the embedding theorem is utilized to unfold the chaotic time series and reconstruct the phase space points. The first artificial neural network is trained to forecast the future values of the phase space points and accordingly the original time series.

In the new approach, the residuals of the predicted time series are analyzed. In some events, the residuals show a high degree of correlation and demonstrate chaotic behaviour. Therefore, the residuals are considered as a new chaotic time series and reconstructed according to the embedding theorem. A new neural network is trained to predict the future values of the residual time series. The residual analysis can be repeated several times. Finally, a neural network is trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output. The last neural network is used to capture the relationship between the outcome of neural networks and the original time series. The weights and biases of the final artificial neural
network are kept to predict the future values of the original time series. Two different configurations are considered in the selection of artificial neural network combinations. In the first configuration, all the selected neural networks are feedforward neural networks. In the second configuration, the combination of Elman and NARX neural networks is selected. The new proposed forecasting method is applied to the Mackey-Glass and Lorenz equations which produce chaotic time series, and to a real life chaotic time series, sunspot time series, to evaluate the validity of the proposed technique. The experimental results confirm that the proposed method can predict the chaotic time series more effectively and accurately when compared with the existing prediction methods.

The content of the current chapter has been presented at the 29th International Symposium on Forecasting [199], submitted to Applied Artificial Intelligence Journal [200], and published in the Proceedings of the Industrial Engineering Research Conference [201] and the journal of Neurocomputing [202].

5.1 Introducing Residual Analysis Method

Heuristic models which are developed to predict time series mainly overlook the characteristics of the residuals. In some cases, heuristic models cannot completely capture the characteristics of the original time series, and the residuals show a high correlation. The high correlation of the residuals means that prediction errors are not due to randomness. This study considers this crucial finding and this section introduces a new technique which employs a combination of the embedding theorem, artificial neural networks, genetic algorithms and residual analysis to develop more effective method to forecast one step ahead of a chaotic time series.
Figure 1.1 shows the block diagram demonstrating the proposed methodology in this chapter. Block A in Figure 1.1 is discussed earlier in Chapter 4. It proposes a forecasting method based on the embedding theorem and artificial neural networks. Block B in Figure 1.1 proposes a new approach to enhance the results of the forecasting method proposed in Chapter 4.

According to the Block A in Figure 1.1, the existence of chaos is investigated in the observed time series data set, \( x(1), x(2), x(3), \ldots, x(N) \), where \( N \) is the length of the data set. When the presence of chaos is detected in the observed time series, then the phase space parameters, embedding dimension \( D \) and time delay \( T \), are calculated. Based on the discussion in Section 3.2.3, the phase space points are generated. An artificial neural network with a single phase space point, \( D \) input units, and a single phase space point, \( D \) output units, is trained. After training the artificial neural network, the weights and biases of the network are kept to forecast the unknown phase space points. Finally, the future values of the time series are obtained.

So far, one step ahead of the original time series is predicted. As mentioned earlier, in some cases heuristic models cannot completely capture the characteristics of the original time series and therefore, the residuals are highly correlated. The residuals resulting from the developed prediction method are analyzed, and it has been observed that in some cases they demonstrate chaotic behaviour.

To investigate the contribution of the residual analysis in improving the performance and accuracy of the proposed prediction method, the obtained residuals are considered as a new chaotic time series and analyzed separately. Block B in Figure 1.1 demonstrates the required steps to analyze and incorporate the residuals into the proposed
forecasting method. The residuals obtained from the original prediction form a time series, \( e_i(1), e_i(2), \ldots, e_i(N_i) \), where \( N_i = N-(D-1)T-1 \) is the length of the residual time series. The chaotic behaviour of the residual time series is investigated using the methods mentioned in Section 3.2.2. When the presence of chaos is confirmed in the residual time series, the embedding dimension \( D \) and the time delay \( T \) will be determined and the phase space points, \( Y_1(j_i), j_i = 1-[N_1-(D_1-1)T_1] \), will be generated as shown in Eq. (31).

\[
Y_1(1) = [e_i(1), e_i(1+T), \ldots, e_i(1+(D_1-1)T)] \\
Y_1(2) = [e_i(2), e_i(2+T), \ldots, e_i(2+(D_1-1)T)] \\
\vdots \\
Y_1(j_i) = [e_i(N_1-(D_1-1)T), e_i(N_1-(D_1-1)T+T), \ldots, e_i(N_1)]
\]

A new artificial neural network with \( D_1 \) input units and \( D_1 \) output units is trained using the phase space points as input, \( Y_1(i_i), i_i = 1-[N_1-(D_1-1)T] \), and output \( Y_1(k_1), k_1 = 2-[N_1-(D_1-1)T] \). The input and output of the neural network are denoted by Eq. (32) and Eq. (33), respectively

\[
\begin{bmatrix}
Y_1(1) \\
Y_1(2) \\
\vdots \\
Y_1(N_1-(D_1-1)T-1)
\end{bmatrix}
\]

\[
\begin{bmatrix}
Y_1(2) \\
Y_1(3) \\
\vdots \\
Y_1(N_1-(D_1-1)T_1)
\end{bmatrix}
\]
When the network training is completed, based on the known vector, $Y_1(N_1-(D_1-1)T_i)$ as the input to the trained neural network, the unknown vector, $Y_1(N_1-(D_1-1)T_i+1)$ is predicted. $Y_1(N_1-(D_1-1)T_i+1)$ is composed of known values $e_1(N_1-(D_1-1)T_i+1), e_1(N_1-(D_1-1)T_i+1+T_i), ..., e_1(N_1-(D_1-1)T_i+1+(D_1-2)T_i)$ and unknown value $e_1(N_1+1)$. When $Y_1(N_1-(D_1-1)T_i+1)$ is predicted, the only unknown value, $e_1(N_1+1)$, can be determined.

To correlate the prediction values of the time series and the residuals to the original time series, a new neural network is trained. The length of the residual time series prediction is $N_1-(D_1-1)T_i-1$; therefore, the last $N_1-(D_1-1)T_i-1$ data from the original time series prediction and the original time series are selected. A neural network with two input units and one output unit is trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output. The prediction values of the original time series are denoted as $x'(i)$ and the residual time series as $e'_1(i)$. Figure 5.1 demonstrates the structure of a feedforward neural network which correlates the outcome of neural networks to the original values. In case the NARX network is selected to correlate the prediction values to the original time series, the structure of the neural network can be illustrated as shown in Figure 5.2.

![Figure 5.1](image-url)  
**Figure 5.1** A FFNN correlating the original and residual time series prediction to original time series.
Figure 5.2 A NARX network correlating the original and residuals forecasts to original time series.

To increase the accuracy of the prediction, the residual analysis can be repeated for the second time. Thus, the residuals of the first residual time series prediction are analyzed further. The residuals of the first residual time series prediction are denoted as \( e_2(1), e_2(2), \ldots, e_2(N_2) \), where \( N_2 = N_2(D_2 - 1)T_2 - 1 \). This time series will be analyzed and if it shows chaotic behaviour, it will be embedded into the phase space points. Later, the prediction method discussed in the beginning of this section will be applied to obtain the future values of the second residual time series, as \( e'_2(i) \).
The residual analysis can be repeated several times. To correlate the neural networks’ result values of the time series and the residuals in various levels to the original time series, a neural network with $M+1$ input units, where $M$ is the level of residual analysis, and one output unit can be trained. Figure 5.3 demonstrates the structure of the final neural network with $M$ level of residual analysis which correlates the prediction values to the original values. The proposed method is merged with genetic algorithms to improve the forecasting results.

![Figure 5.3](image_url) A FFNN correlating the original time series prediction and the prediction of residuals in various levels to original time series.

5.2 Numerical Analysis Using Feedforward-Feedforward Configuration

In this section, the unique approach developed in this chapter using feedforward-feedforward neural network configuration is applied to two simulated chaotic systems: Mackey-Glass and Lorenz equations.

5.2.1 Mackey-Glass Equation

The details of the Mackey-Glass equation have been presented in Section 4.2.1. Similar to Section 4.2.1, the parameters in Eq. (26) are selected according to the previous report by Zhang and Man [1], where the constants are taken to be $a = 0.2$, $b = 0.1$ and $c = 10$ and chaotic time series is generated by time delay $\tau = 17$ and initial value $x(0) = 1.2$. 
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A chaotic time series data set with length of 1000 is generated by Eq. (26). The first 500 data are used as training data, while the remaining 500 are used to test the proposed model. The embedding dimension $D$ and the time delay $T$ are calculated using TSTOOL [190]. The original time series is reconstructed into phase space points with embedding dimension $D = 3$ and time delay $T = 7$. The data in the time domain and the phase space domain are shown in Figure 4.2.

As described in Section 5.1, the embedded phase space points are fed into a feedforward neural network with a single hidden layer and trained. The neural network has been set up with $D = 3$ neurons in the input and output layers. The weights and biases of the feedforward neural network are kept to predict the unknown phase space points and eventually the future values of the time series. Figure 5.4 compares the real data and the predicted values for the remaining 500 samples kept for testing.

![Figure 5.4 Mackey-Glass Time Series – Comparing the original time series data and the predicted values.](image)
The prediction errors for the training data are calculated and analyzed. The methods introduced in Section 3.2.2 are used to investigate the characteristic of the residuals. The power spectrum for the residuals is broadband and has a broad peak. The largest Lyapunov exponent (LLE) and fractal dimension (FD) for the time series are calculated using TSTOOL [190] and positive and non-integer, respectively. Based on a broadband power spectrum, positive LLE and non-integer FD, it is concluded that the residuals are chaotic. Therefore, it is concluded that the residuals show chaotic behaviour.

Based on this finding, the residuals are treated as a new chaotic time series and the prediction method proposed in Section 5.1 is applied to predict the residuals. The first \((D-1)T+1\) data has been used for the first prediction; therefore, the length of residual time series is \((D-1)T+1\) shorter than the original time series. Therefore, the 485 residuals obtained from original prediction of the training data are reconstructed using the estimated embedding dimension \(D_1 = 3\) and time delay \(T_1 = 3\). Figure 5.5 shows the residual time series in the time domain and the phase space domain. The calculated phase space points are fed into a new feedforward neural network.

![Figure 5.5](image)

**Figure 5.5** Mackey-Glass time series – First residual values a) in the time domain b) in the phase space domain.
The neural network is set up with 3 neurons in the input and output layers. Figure 5.6 presents the first residual time series and their predicted values for the 500 test data.

![Mackey-Glass time series](image)

**Figure 5.6** Mackey-Glass time series – The comparison of the first residual values and the predicted values.

The residual analysis is repeated one more time and the future values of the second order residuals are predicted based on the proposed forecasting method. Figure 5.7 demonstrates the residuals of the first residual prediction that is the second order residuals, in the time domain and the phase space domain, respectively. Figure 5.8 presents the comparison between the second order residual values and their predicted values.

Finally, a feedforward neural network is trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output. The last neural network is used to capture the relationship between the outcome of neural networks and the original time series. Similarly, the weights and biases of the final neural
network are improved using genetic algorithms and kept to predict the future value of time series. Figure 5.9 compares the original values of the Mackey-Glass time series with their predicted values.

**Figure 5.7** Mackey-Glass time series – The second residual values, a) in time domain b) in phase space domain.

**Figure 5.8** Mackey-Glass time series – The comparison of the second residual values and the predicted values.
In order to evaluate the prediction performance and compare it with the results reported in the literature, the mean squared error (MSE), normalized mean squared error (NMSE) and root mean squared error (RMSE) are calculated according to Eq. (27), Eq. (28) and Eq. (34), respectively.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}
\]  

(34)

where \( y_i \), \( \hat{y}_i \) and \( \bar{y} \) are observed data, predicted data and the average of observed data, respectively, and \( N \) is the length of observed data. The obtained MSE, NMSE and RMSE are reflected in Table 5.1.

<table>
<thead>
<tr>
<th>Prediction Method – FFNN-FFNN</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method – FFNN-FFNN</td>
<td>1.82E-06</td>
<td>1.30E-03</td>
<td>3.53E-05</td>
</tr>
</tbody>
</table>

\[\text{RMSE} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2\]  

(34)
5.2.2 Lorenz Equation

An evident example of chaotic systems is the weather system. Lorenz’s works have extensively contributed to the establishment of chaos theory [203]. The Lorenz equations are a simplified version of Navier–Stokes equations which are used in fluid mechanics. The Lorenz equations are written as Eq. (35):

\[
\begin{align*}
\frac{dx(t)}{dt} &= \sigma[y(t) - x(t)] \\
\frac{dy(t)}{dt} &= x(t)[r - z(t)] - y(t) \\
\frac{dz(t)}{dt} &= x(t)y(t) - bz(t)
\end{align*}
\] (35)

where \(\sigma\), \(r\), and \(b\) are dimensionless parameters and the typical values for these parameters are \(\sigma = 10\), \(r = 28\) and \(b = 8/3\) [27, 84]. The \(x\)-coordinate of the Lorenz time series is considered for prediction and a time series with a length of 2500 is generated as described in the research work by Ma et al. [27]. The first 1500 samples were used as training data, while the remaining 1000 were used to test the proposed model. The embedding dimensions \(D = 3\) and \(T = 3\) are estimated as explained using TSTOOL [190], an add-on toolbox in MATLAB [191] and accordingly phase space points are reconstructed. The data in the time domain and phase space domain are shown in Figure 5.10.

![Figure 5.10 Lorenz time series, a) in time domain, b) in phase space domain.](image)
A feedforward neural network containing 3 neurons in the input layer and 3 neurons in the output layer is trained. The weights and biases of the network are kept for purpose of prediction. Figure 5.11 compares the real data and the predicated values for the remaining 1000 test samples using the feedforward neural network.

![Lorenz time series](image)

**Figure 5.11** Lorenz time series – The comparison of the original time series samples and the predicted values based on feedforward network.

The prediction errors for the training data are calculated and analyzed. The methods introduced in Section 3.2.2 are used to investigate the characteristic of the residuals. The power spectrum for the residuals is broadband and has a broad peak. The largest Lyapunov exponent (LLE) is positive and fractal dimension (FD) for the residual time series is non-integer. Therefore, it is concluded that the residuals show chaotic behaviour.

Based on this finding, the residuals are treated as a new chaotic time series and the prediction method proposed in Section 5.1 is applied to predict the future values of the
residuals. The first \((D-1)T+1\) observations will help to predict the first prediction; therefore, the length of residual time series is \((D-1)T+1\) shorter than the original time series. The residuals may not inherit the same characteristics as the original time series; therefore, they need to be analyzed independently. Therefore, 1493 samples are reconstructed with the new embedding dimension \(D_1 = 3\) and time delay \(T_1 = 3\) for the residual time series. Figure 5.12 shows the first residual time series in the time domain and the phase space domain. Figure 5.13 presents the results of the first order residuals prediction.

The second level of residual analysis is performed and the evidence of chaos is observed in the residuals. The second level of residuals are treated as a new time series and predicted using a new feedforward neural network.

![Figure 5.12 Lorenz time series – The first residuals a) in the time domain, b) in the phase space domain.](image)

Finally, a feedforward network is trained using the neural networks' result values of the time series and the residuals as input and the original time series as output to
correlate the outcome of neural networks to the original time series. Figure 5.14 compares the Lorenz time series with the predicted values.

**Figure 5.13** Lorenz time series – the comparison of the first residual and predicted values.

**Figure 5.14** The comparison between original Lorenz time series and the final predicted values.
In order to evaluate the prediction performance and compare it with the results reported in the literature, the mean squared error (MSE), normalized mean squared error (NMSE) and root mean squared error (RMSE) are calculated and listed in Table 5.2.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method – FFNN-FFNN</td>
<td>8.73E-04</td>
<td>2.96E-03</td>
<td>1.58E-05</td>
</tr>
</tbody>
</table>

5.3 Numerical Analysis Using Elman-NARX Configuration

The experiments in Section 5.2 which are performed with feedforward-feedforward configuration are repeated with the Elman recurrent neural network to predict the time series and the residual time series and the NARX to correlate the outcome of the neural networks to the original time series. The conditions are kept the same to be able to compare the results. An additional experiment is performed on a real life chaotic time series, sunspot time series, in this section.

5.3.1 Mackey-Glass Equation

As stated in Section 5.2.1, a chaotic time series data set with length of 1000 is generated by the Mackey-Glass equation, Eq. (26), as described in the research work by Zhang and Man [1]. The first 500 data were used as training data, while the remaining 500 were used to test the proposed model. The original time series is reconstructed with embedding dimension $D = 3$ and time delay $T = 7$. The embedded phase space points are fed into an Elman network with 3 neurons in the input and output layers and 6 recurrent and
hidden neurons and trained. The weights and biases of the Elman neural network are kept to forecast the future values of phase space points and consequently the original time series.

Two levels of residual analysis are performed to increase the accuracy of the prediction. The first order residuals, 485 samples, are reconstructed with embedding dimension $D_1 = 3$ and time delay $T_1 = 3$. Based on a broadband power spectrum, positive LLE and non-integer FD, it is concluded that the residuals are chaotic. The reconstructed phase space points are fed into a new Elman neural network. The neural network is set up with 3 neurons in the input and output layers and 10 neurons in the hidden layer. The residual analysis is repeated one more time with $D_2 = 3$ and time delay $T_2 = 3$ and after confirmation that the residuals are chaotic, the future values of the second order residuals are predicted based on the proposed prediction method. And finally, a NARX network is trained using neural networks’ result values of the time series and the residuals as input and the original time series as output. Table 5.3 presents the prediction errors, MSE, RMSE and NMSE, based on the proposed method for 500 Mackey-Glass test samples.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>$\text{MSE}$</th>
<th>$\text{RMSE}$</th>
<th>$\text{NMSE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method – Elman-NARX</td>
<td>1.3855E-09</td>
<td>3.7222E-05</td>
<td>2.7040E-08</td>
</tr>
</tbody>
</table>

### 5.3.2 **Lorenz Equation**

Similar to Section 5.2.2, the $x$-coordinate of the Lorenz time series is considered for prediction and a time series with a length of 2500 is generated as described in the research work by Ma et al. [27]. The first 1500 samples were used as training data, while the remaining 1000 were used to test the proposed model. The embedding dimensions $D = 3$
and $T = 3$ are estimated as explained in Sections 3.2.4 and 3.2.5 using TSTOOL [190], an add-on toolbox in MATLAB [191]. Accordingly, the phase space points are reconstructed. An Elman neural network including 3 neurons in the input layer, 6 neurons in the hidden layer, 6 recurrent neurons and 3 neurons in the output layer is trained. The weights and biases of the network are kept for prediction purposes.

The prediction errors for the data selected for the training phase are calculated and analyzed. The power spectrum for the residuals is broadband and has a broad peak. The largest Lyapunov exponent (LLE) and fractal dimension (FD) for the time series are calculated using TSTOOL [190] and they are positive and non-integer, respectively. Therefore, it is concluded that the residuals show chaotic behaviour.

Based on this finding, the residuals are treated as a new chaotic time series and the prediction method proposed in Section 5.1 is applied to predict the future values of the residuals. The first $(D-1)T+1$ observations help to predict the first prediction; therefore, the length of residual time series is $(D-1)T+1$ shorter than the original time series. The residual time series may not inherit the same characteristics as the original time series; therefore, they need to be analyzed independently. Therefore, 1493 samples are reconstructed with embedding dimension $D_1 = 3$ and time delay $T_1 = 1$. The second level of residual analysis is performed with embedding dimension $D_2 = 3$ and time delay $T_2 = 1$ and 1490 samples. Finally, a NARX network is trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output to correlate the outcome of the neural networks to the original time series. Table 5.4 presents the prediction errors, MSE, RMSE and NMSE, based on the proposed method for 1000 Lorenz test samples.
Table 5.4 Lorenz time series – the error indices for Elman-NARX configuration.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method – Elman-NARX</td>
<td>1.1731E-08</td>
<td>1.0831E-04</td>
<td>1.983E-10</td>
</tr>
</tbody>
</table>

5.3.3 Sunspot Time Series

Forecasting solar activity is a challenging area and important topic for various researchers and industries [82]. The sunspot time series is a good indication of solar activity for solar cycles. The impact of solar activity has been observed on earth, climate, weather, satellites and space missions; therefore, it is critical to forecast the sunspot time series. However, because of the complexity of the system and the lack of a mathematical model, forecasting the solar cycle is extremely challenging [84].

The monthly smoothed sunspot time series has been obtained from the SIDC (World Data Center for the Sunspot Index) [204]. To compare the results with some of the research works published in the literature, data are selected in the same conditions reported by Ma et al. [27] and Gholipour et al. [84]. The sunspot series from November 1834 to June 2001 (2000 points) are selected and scaled between [0,1]. The first 1000 samples of time series are selected to train and the remaining 1000 samples are kept to test the prediction method. The parameters $D = 5$ and $T = 1$ are estimated and accordingly the phase space points are reconstructed. The Elman neural network consists of 5 neurons in the input layer, 7 neurons in the hidden layer, 7 recurrent neurons and 5 neurons in the output layer. The network is trained using a gradient descent with momentum and adaptive
learning rate backpropagation algorithm. Figure 5.15 compares the real data and the predicted values for the remaining 1000 test samples using the Elman neural network.

![Sunspot time series](image)

**Figure 5.15** Sunspot time series – The comparison of the original time series samples and the predicted values based on Elman network.

The prediction errors for the samples selected for the training are calculated and analyzed. The power spectrum is broadband with a broad peak and the calculated LLE and FD are positive and non-integer, respectively. Therefore, the residuals show chaotic behaviour. The 995 residual points are reconstructed with embedding dimension $D_1 = 5$ and time delay $T_1 = 1$. Similarly, the second Elman neural network is trained using a gradient descent with momentum and adaptive learning rate backpropagation algorithm. Another level of the residual analysis is performed to increase the accuracy of the prediction. The residual analysis shows that the second order residuals are chaotic too; therefore, 990 residual points are reconstructed with embedding dimension $D_2 = 3$ and time delay $T_2 = 1$. Finally, a NARX network is
trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output to correlate the predicted values to the original time series. Figure 5.16 compares the original values of the sunspot time series with their predicted values. The error indices, MSE, RMSE and NMSE, for the 1000 sunspot time series test samples are presented in Table 5.5.

![Figure 5.16](image)

**Figure 5.16** The comparison between original sunspot time series and the final predicted values.

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Proposed Method – Elman-NARX</td>
<td>1.4078E-04</td>
<td>1.19E-02</td>
<td>5.9041E-04</td>
</tr>
</tbody>
</table>
5.4 Comparing the Results

To evaluate the proposed forecasting methods both in feedforward and Elman-NARX configurations, the prediction accuracy of the methods when applied to the Mackey-Glass, Lorenz and sunspot time series as benchmarking are compared to the prediction performance of the methods presented in the literature.

For the Mackey-Glass time series, the performance of the proposed method in this chapter is compared with the results reported in the literature. Wang and Mendel [205] developed a forecasting method which generates fuzzy rules from sample data. In the paper published by Cho and Wang [115], a method based on a neuro-fuzzy system with adaptive capability to extract fuzzy if-then rules from input and output numerical data through learning is suggested. The method by Cho and Wang [115] which is called radial basis function (RBF) based adaptive fuzzy system (AFS) used Gaussian functions as the membership functions of the premise portion of fuzzy rules. Also, Jang et al. [145] and Zhang et al. [39] used neuro-fuzzy method to forecast chaotic time series.

In the research work by Rojas et al. [116], a framework to configure and train a radial basis function (RBF) is introduced. A sequential learning algorithm is adopted to organize the structure of the network. Pseudo-Gaussian function (PG) is used to modify the structure of the Gaussian functions. Rojas et al. [31] developed an expert system based on artificial intelligence in which the parameters of the ARMA model could be determined automatically. In this study, a hybrid forecasting method was introduced based on the artificial neural network and ARMA.

Kim and Kim [154] proposed a genetic fuzzy predictor ensemble (GFPE) method to predict the future of chaotic time series. Gholipour et al. [84] examined several neural
and neuro-fuzzy models with different learning algorithms for prediction of several benchmark chaotic time series. The performance of locally linear neuro-fuzzy models with the developed locally linear model tree (LoLiMoT) learning algorithm is compared with the prediction performance of radial basis function (RBF) neural network with orthogonal least squares (OLS) learning algorithm, multi-layer perceptron neural network with error backpropagation learning algorithm, and adaptive network based fuzzy inference system.


Table 5.6 presents the comparison between the prediction errors, MSE, RMSE and NMSE, reported in the literature and the proposed method for 500 Mackey-Glass test samples. The results in Table 5.6 are sorted based on RMSE error index. Although ERNN method shows close results compared to the proposed method for Mackey-Glass time series, in other benchmarking time series the proposed forecasting method supersedes ERNN method. The results show that the proposed forecasting method with Elman-NARX configuration performs better in prediction of the Mackey-Glass chaotic time series when compared to other prediction methods reported in the literature.
Table 5.6 Comparison between the prediction errors reported in the literature and the proposed method (500 Mackey-Glass time series test samples).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto–Regressive Model</td>
<td>[116]</td>
<td>1.90E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product T-Norm</td>
<td>[205]</td>
<td>9.10E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min T-Norm</td>
<td>[205]</td>
<td>0.90E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cascade Correlation Neural Network</td>
<td>[116]</td>
<td>0.60E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genetic Algorithms and Fuzzy System - 5 MFs</td>
<td>[154]</td>
<td>4.90E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genetic Algorithms and Fuzzy System - 7 MFs</td>
<td>[154]</td>
<td>4.20E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Six-order Polynomial</td>
<td>[116]</td>
<td>4.0E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Genetic Algorithms and Fuzzy System – 9 MFs</td>
<td>[154]</td>
<td>3.80E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radial Basis Function – Adaptive Fuzzy System III</td>
<td>[115]</td>
<td>1.31E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radial Basis Function – Adaptive Fuzzy System II</td>
<td>[115]</td>
<td>1.28E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radial Basis Function – Adaptive Fuzzy System I</td>
<td>[115]</td>
<td>1.14E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANFIS and Fuzzy System</td>
<td>[145]</td>
<td>7.00E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo Gaussian – Radial Basis Function</td>
<td>[116]</td>
<td>2.80E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARMA – Neural Network</td>
<td>[31]</td>
<td>2.50E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANFIS</td>
<td>[84]</td>
<td>1.50E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF–OLS</td>
<td>[84]</td>
<td>1.02E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LLNF–LoLiMot</td>
<td>[84]</td>
<td>9.61E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERNN</td>
<td>[27]</td>
<td>4.20E-05</td>
<td>3.15E-08</td>
<td></td>
</tr>
<tr>
<td>Recurrent Neural Network – D = 3</td>
<td>[1]</td>
<td>4.15E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recurrent Neural Network – Multi-Dimension</td>
<td>[1]</td>
<td>3.81E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP–MLP (A)</td>
<td>[122]</td>
<td>1.25E-06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuro-Fuzzy System with Delay</td>
<td>[39]</td>
<td></td>
<td>1.26E-03</td>
<td></td>
</tr>
<tr>
<td>BRNN</td>
<td>[107]</td>
<td></td>
<td>1.60E-04</td>
<td></td>
</tr>
<tr>
<td>Hybrid Neural Network (HNN)</td>
<td>[206]</td>
<td></td>
<td>5.30E-02</td>
<td></td>
</tr>
<tr>
<td>Proposed Method – Elman-NARX</td>
<td></td>
<td>1.39E-09</td>
<td>3.72E-05</td>
<td>2.70E-08</td>
</tr>
</tbody>
</table>
The prediction performance for the Lorenz time series based on the proposed method in this chapter is compared with the same of the forecasting methods presented in the research works in the literature. The performance of the forecasting methods by Jang et al. [145], Rojas et al. [116], Rojas et al. [31], Gholipour et al. [84], Ma et al. [27] and Assaad et al. [107] when applied to the Lorenz time series is listed in Table 5.7.

Iokibe et al. [207] used local fuzzy reconstruction method in short-term prediction of chaotic time series. Martinez-Rego et al. [22] used local dynamic modeling to develop a new forecasting method to predict chaotic time series. The suggested method by Martinez-Rego et al. [22] is consisted of three element of time delay line; information theoretic based clustering method and a set of single layer neural networks. Tao and Xiao [30] and Dhahri and Alimi [208] used a radial basis function network and Garcia and Alarcon [40] employed wavelet networks to forecast chaotic time series.

The prediction accuracy for the 1000 Lorenz time series test samples, for the demonstrated experiments based on feedforward-feedforward configuration and Elman-NARX configuration are compared with the results reported in the literature. Table 5.7 presents the comparison between the prediction errors, MSE, RMSE and NMSE reported in the literature and the proposed method for 1000 Lorenz test samples. These experiments confirm that the proposed method with Elman-NARX, when it is used to forecast the future values of the Lorenz time series, generates better results compared to other prediction methods reported in the literature.
The performance of the proposed forecasting method in this chapter when applied to the sunspot time series is compared with the results published by Sello [82], Gholipour et al. [84], Teo et al. [122], McNish and Lincoln [209], Denkmayr and Cugnon [210], Ma et al. [27] and Koskela et al. [127].

The forecasting method proposed by Sello [82] is based on a local hypothesis of the behaviour on embedding space, employing an optimal number of neighbouring vectors to forecast the future projection. Koskela et al. [127] has compared the

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Fuzzy Reconstruction</td>
<td>[207]</td>
<td>2.44E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptive Neuro-Fuzzy Inference Systems (ANFIS)</td>
<td>[145]</td>
<td>1.43E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo Gaussian – Radial Basis Function</td>
<td>[116]</td>
<td>9.40E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARMA – Neural Network</td>
<td>[31]</td>
<td>8.76E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support Vector Regression</td>
<td>[22]</td>
<td>1.46E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TDL-MLP</td>
<td>[22]</td>
<td>1.56E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLE-VQIT</td>
<td>[22]</td>
<td>2.58E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF with Orthogonal LS</td>
<td>[84]</td>
<td>1.41E-09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LLNF-LoLiMot</td>
<td>[84]</td>
<td>9.80E-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIFCA-ROLSA</td>
<td>[30]</td>
<td>1.30E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROLSA</td>
<td>[30]</td>
<td>4.63E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evolving Recurrent Neural Network (ERNN)</td>
<td>[27]</td>
<td>9.90E-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boosted Recurrent Neural Networks (BRNN)</td>
<td>[107]</td>
<td>3.77E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDE-RBF</td>
<td>[208]</td>
<td>1.70E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wavelet-Networks B</td>
<td>[40]</td>
<td>1.64E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method – Elman-NARX</td>
<td>--</td>
<td>1.173E-08</td>
<td>1.083E-04</td>
<td>1.983E-10</td>
</tr>
</tbody>
</table>

The performance of the proposed forecasting method in this chapter when applied to the sunspot time series is compared with the results published by Sello [82], Gholipour et al. [84], Teo et al. [122], McNish and Lincoln [209], Denkmayr and Cugnon [210], Ma et al. [27] and Koskela et al. [127].
performance of a multi-layer neural network, finite impulse response (FIR) and an Elman neural network when applied to the sunspot time series prediction.

The error indices, MSE, RMSE and NMSE for the 1000 sunspot time series test samples are compared with the results reported in the literature and presented in Table 5.8. The experiment performed for the sunspot time series confirms that the performance of the proposed method with Elman-NARX configuration is better in prediction of the sunspot time series when compared to other prediction methods reported in the literature.

**Table 5.8** Comparison between the prediction errors reported in the literature and the proposed method (1000 sunspot time series test samples).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denkmayr</td>
<td>[210]</td>
<td>1.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waldmeier</td>
<td>[82]</td>
<td>5.60E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sello – Nonlinear Method</td>
<td>[82]</td>
<td>3.40E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP-MLP (A)</td>
<td>[122]</td>
<td>1.25E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-Layer Perceptron (MLP)</td>
<td>[127]</td>
<td>9.79E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>McNish-Lincoln</td>
<td>[209]</td>
<td>8.00E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF-OLS</td>
<td>[84]</td>
<td>4.60E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LLNF-LoLiMot</td>
<td>[84]</td>
<td>3.20E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERNN</td>
<td>[27]</td>
<td>1.29E-02</td>
<td>2.80E-03</td>
<td></td>
</tr>
<tr>
<td>Proposed Method – Elman-NARX</td>
<td>--</td>
<td>1.41E-04</td>
<td>1.19E-02</td>
<td>5.90E-04</td>
</tr>
</tbody>
</table>

**5.5 Summary**

In this chapter, a new prediction method was developed using a combination of the embedding theorem, residual analysis, ensemble neural networks and genetic algorithms to predict chaotic time series. Based on the embedding theorem, the original time series can
be unfolded with the embedding dimension and time delay and reconstructed into the phase space points. A neural network was used to predict the future values of the embedded phase space points. In some cases, the residuals of the forecasting method are not random and follow the characteristics of the original time series. The accuracy of the prediction method was further enhanced by analyzing and incorporating the residuals. The residual analysis was repeated several times. Eventually, to capture the relationship between the outcome of neural networks and the original time series, a new neural network was trained. Two configurations for the ensemble neural networks were implemented. In the first configuration, all the selected neural networks were feedforward neural networks. In the second configuration, the combination of Elman and NARX neural networks was utilized.

The developed methods with both feedforward-feedforward and Elman-NARX configurations have been validated for a one-step ahead prediction. The performance of the proposed forecasting methods in terms of error indices has been compared with the performance of reported forecasting methods in the literature. In the current chapter, the neural network architectures and their parameters are determined arbitrarily. In the next chapter, Taguchi’s DOE will be implemented to select proper neural network architectures and parameters and improve the performance of the proposed forecasting method.

Despite its simplicity in implementation, the proposed model exhibited a superior performance in predicting the chaotic time series. The developed algorithm was applied to two chaotic systems, Mackey-Glass and Lorenz equations and a real life sunspot time series. It has been concluded that the proposed model can perform more effectively and accurately as compared to other prediction methods for chaotic time series.
CHAPTER 6

TAGUCHI’S DESIGN OF EXPERIMENTS IN COMBINATION SELECTION FOR CHAOTIC TIME SERIES FORECASTING METHOD USING ENSEMBLE ARTIFICIAL NEURAL NETWORKS

Taguchi’s design of experiments is an efficient approach to identify the proper factor-level combinations utilized to improve the result of the proposed forecasting method for chaotic time series. In the proposed method, residual analysis using a combination of embedding theorem and ensemble artificial neural networks is utilized to forecast chaotic time series. Based on the embedding theorem, the embedding parameters are determined and the time series is reconstructed into proper phase space points. The embedded phase space points are fed into the first neural network and trained. The weights and biases are kept to predict the future values of the phase space points and the chaotic time series. The residual of the predicted time series is analyzed, and it was observed that in some events the residuals demonstrate chaotic behaviour. The residuals are considered as a new chaotic time series and reconstructed according to the embedding theorem. A new neural network is trained to predict the future values of the residual time series. The residual analysis can be repeated several times. Finally, the last neural network is trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output. The final network is used to capture the relationship
between the neural networks’ result values and the original time series. A systematic approach is introduced using Taguchi’s design of experiments to select proper combinations of ensemble artificial neural networks and their parameters.

The method is applied to the Mackey-Glass and the Lorenz equations which produce chaotic time series, and two real life chaotic time series, sunspot and far-infrared NH3 laser time series, to evaluate the performance of the proposed technique. The experimental results confirm that the proposed method can predict the chaotic time series more effectively and accurately when compared with the same method using arbitrary selection of architectures and parameters and other existing forecasting methods in the literature.

The content of the current chapter has been presented at the International Conference on Industrial Engineering and Systems Management [211] and submitted to the journal of Neural Computing and Applications [212].

6.1 Introduction to Taguchi’s Design of Experiments

In the applications where multiple variables are involved, it is essential to determine the best solution by identifying the proper levels of the variables. Design of experiments (DOE) is a practical tool to investigate the impact on the outcome of a system while changing the variables and to determine the appropriate levels.

The idea of DOE was first introduced by Sir Ronald Fisher in the early 1920s when he proposed a systematic and analytical method to determine the impact of multiple factors on the output of his experiments [213,214]. Factorial experimental design in which experiments are carried out for all factor-level combinations was used by Fisher.
Taguchi in 1949 developed a method which utilized orthogonal arrays (OA) to reduce the experimental numbers while maintaining reasonably sufficient information [45,47,50,215,216]. Taguchi’s method gained its reputation mainly in the early 1980s [217]. Taguchi’s DOE is usually performed with the aid of an analysis of variance (ANOVA). It is one of the most effective techniques for improving the performance of a system by selecting the optimum levels for the involved parameters.

DOE has been utilized by many practitioners for optimization and modelling purposes. The contribution of Taguchi’s method to DOE is to simplify the use of this method. This simplification has expanded the applications of DOE.

Many applications of Taguchi’s DOE are reported in the literature. Among them, Wang et al. [218] has adopted Taguchi’s method to optimize the experimental conditions for the gas chromatographic-mass spectrometric determination. Taguchi method is used by Naidu and Gowda [219] in spray-painting application and Gandhi [220] in the gear sub-assembly of gearboxes. Manna and Bhattacharyya [221] used Taguchi’s method to optimize wire EDM parameters for aluminum reinforced metal matrix composite. Taguchi’s DOE has helped Sukthomya and Tannock [222] to develop an important manufacturing process for aircraft engines, Mezgar et al. [223] to develop a robust manufacturing system and Tsai and Mort [224] to optimize an integrated manufacturing system.

Taguchi’s method has been adopted by many researchers in the field of artificial neural networks (ANN) to find an optimum design for the networks. Kim and Yum [43], Khaw et al. [44], Lin and Tseng [45], Ortiz-Rodríguez et al. [46], Packianather and Drake [47], Wang et al. [48], Yang and Lee [49] and Peterson et al. [50] have used
Taguchi’s DOE to optimize the design of ANN. Mouli et al. [51] has demonstrated that Taguchi’s method can be utilized as a pre-step to the neural network method to obtain the optimum result.

In the current research work, Taguchi’s design of experiments is utilized as a prior step to determine the factor-level combinations to improve the performance of the proposed method to forecast chaotic time series.

6.2 Taguchi’s Design of Experiments Method

Taguchi’s design of experiments is an efficient method to identify the optimum factor-level combinations to minimize variation while maintaining the mean at the desired level. Taguchi’s DOE can improve the performance of a process or a system with a limited number of experimental data based on orthogonal arrays (OA). OA is the matrix of combinations with the shortest possible elements. Similar to DOE, the purpose of Taguchi’s method is to study the impact on the performance of the system while all the design parameters are simultaneously varied. The two important elements in selecting the orthogonal arrays are the factors and interactions and the levels for each factor [51].

The standard orthogonal arrays established by Taguchi contain 18 basic OA. The name of the OA indicates the number of rows, columns and the number of levels in each column. For instance, orthogonal array L27(3^10) consists of 27 rows and 10 columns and each column has 3 levels. When an appropriate OA is selected, a table of combinations will be formed and the experiments will be performed for each row of the OA table. The results of the experiments will be analyzed using the analysis of variance (ANOVA) method. Based on Taguchi’s approach, the ratio of signal (target or the mean of the
outcomes) to the noise (square deviation of the outcomes) which is called the S/N ratio can be calculated by Eq. (36):

\[
S/N = -10\log_{10}\left(\frac{1}{n} \sum_{i=1}^{n} \frac{1}{z_i^2}\right)
\]  

(36)

where \( n \) is the number of variables and \( z_i \) is the value of each variable. For each level of each parameter, the S/N ratios are calculated and the graphs are generated. The proper level for each parameter is achieved based on the highest S/N ratio [51].

### 6.2 Implementation of Taguchi’s DOE to the Forecasting Method

The process of forecasting the future values of a time series using residual analysis and the ensemble method involves a number of parameters including the neural network architecture, the neural network transfer function, the training method and others, which affect the end result. In this study, Taguchi’s design of experiments is employed to improve the proposed forecasting method by selecting the factors and their levels, positioning them appropriately into a suitable OA, and conducting experiments. The factors are selected from neural network architectures: FFNN, Elman and NARX, MATLAB [191] transfer functions: `purelin` and `tansig` and MATLAB [191] training methods: `traindx`, `trainbr` and `trainlm`. Weights and biases of the neural networks which cause variation in the result of the forecasting method are considered as noise factors. Each experiment is taken from the OA and the performance of the forecasting method is measured for that trial. The performance of the forecasting method is determined by the normalized mean square error (NMSE) of the real data and the forecast values. The resulting performances for all the experiments are analyzed and the appropriate
combination setting which delivers the best performance is identified. In this work, eight factors are identified as control factors and evaluated at two levels as shown in Table 6.1.

In the classical experimentation approach of identifying the critical parameters and finding the optimum values for achieving an optimum solution, a full factorial matrix (in this case $2^8$ or 256 experiments) would have been required. This would involve holding all parameters constant while changing one parameter during the experiment. The process would be repeated until an optimal condition was realized. With respect to time and budget considerations, the full factorial matrix setup and experimentation is very costly and practically un-doable due to time constraints.

<table>
<thead>
<tr>
<th>No.</th>
<th>Factors</th>
<th>Abbreviation</th>
<th>Level 1</th>
<th>Level 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1st, 2nd &amp; 3rd Tier Neural Network Architecture</td>
<td>123NT</td>
<td>FFNN</td>
<td>Elman</td>
</tr>
<tr>
<td>2</td>
<td>Final Neural Network Architecture</td>
<td>4NT</td>
<td>FFNN</td>
<td>NARX</td>
</tr>
<tr>
<td>3</td>
<td>1st, 2nd &amp; 3rd Tier Network Hidden Transfer Function</td>
<td>123HTF</td>
<td>tansig</td>
<td>purelin</td>
</tr>
<tr>
<td>4</td>
<td>Final Network Hidden Transfer Function</td>
<td>4HTF</td>
<td>tansig</td>
<td>purelin</td>
</tr>
<tr>
<td>5</td>
<td>1st, 2nd &amp; 3rd Tier Network Output Transfer Function</td>
<td>123OTF</td>
<td>tansig</td>
<td>purelin</td>
</tr>
<tr>
<td>6</td>
<td>Final Network Output Transfer Function</td>
<td>4OTF</td>
<td>tansig</td>
<td>purelin</td>
</tr>
<tr>
<td>7</td>
<td>1st, 2nd &amp; 3rd Tier Network Training Method</td>
<td>123TM</td>
<td>traingdx</td>
<td>trainbr</td>
</tr>
<tr>
<td>8</td>
<td>Final Network Training Method</td>
<td>4TM</td>
<td>trainbr</td>
<td>trainlm</td>
</tr>
</tbody>
</table>

Taguchi’s design of experiments offers a shorter matrix of experimental design based on the Latin square concept of orthogonal arrays. For this study, using the Taguchi method concept, only 16 experiments (L16 orthogonal array) were required. From the measured output performance (NMSE between forecast data and real data) of the selected 16 orthogonal array experimentation set, all critical parameters and their values were identified. These parameters and values were used to improve the output of the proposed
forecasting method. To allow noise factors to be represented in the results, two replications of each experiment were used. The Taguchi L16 orthogonal array matrix is shown in Table 6.2.

Four tiers are selected to analyze and forecast the time series. In the first tier, a neural network is trained to forecast the future values of the original time series. In the second tier, a new neural network is trained to forecast the residuals of the first tier. In the third tier, the residuals of the second tier are trained by a new neural network. Finally, in the last tier, a neural network is trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output. The final network is used to capture the relationship between the neural networks’ result values and the original time series. The neural network architectures, hidden layer transfer functions, output transfer functions and training functions are selected according to Table 6.2. Two independent trials of each row of Table 6.2 are performed. Each experimental trial is made up of 16 experiments as described in Table 6.2. Therefore, for the two independent trials, a total of 32 runs are performed.

In Taguchi’s DOE, the weights and biases of the neural network are considered as noise and the intent is to minimize the NMSE between forecast data and real data. From the results generated by the Minitab software package [225], each factor’s contribution to the obtained outputs is determined. In this study, the focus is on the mean value rather than on the signal-to-noise (S/N) value. In other words, it is more desirable to improve the error between forecast data and real data rather than improving the output variance of the forecasting process. Finally, an analysis of variance (ANOVA) is carried out based on
the prepared experiments and their output results. A confidence level of 95 percent was selected to evaluate the importance of each factor.

**Table 6.2** Taguchi’s DOE setting: orthogonal array L16 ($2^8$).

<table>
<thead>
<tr>
<th>No.</th>
<th>123NT</th>
<th>4NT</th>
<th>123HTF</th>
<th>4HTF</th>
<th>123OTF</th>
<th>4OTF</th>
<th>123TM</th>
<th>4TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FF</td>
<td>FF</td>
<td>tansig</td>
<td>tansig</td>
<td>tansig</td>
<td>tansig</td>
<td>traindx</td>
<td>trainbr</td>
</tr>
<tr>
<td>2</td>
<td>FF</td>
<td>FF</td>
<td>tansig</td>
<td>purelin</td>
<td>tansig</td>
<td>purelin</td>
<td>trainbr</td>
<td>trainlm</td>
</tr>
<tr>
<td>3</td>
<td>FF</td>
<td>FF</td>
<td>purelin</td>
<td>tansig</td>
<td>purelin</td>
<td>tansig</td>
<td>trainbr</td>
<td>trainlm</td>
</tr>
<tr>
<td>4</td>
<td>FF</td>
<td>FF</td>
<td>purelin</td>
<td>purelin</td>
<td>purelin</td>
<td>purelin</td>
<td>traindx</td>
<td>trainbr</td>
</tr>
<tr>
<td>5</td>
<td>FF</td>
<td>NARX</td>
<td>tansig</td>
<td>tansig</td>
<td>purelin</td>
<td>purelin</td>
<td>traindx</td>
<td>trainlm</td>
</tr>
<tr>
<td>6</td>
<td>FF</td>
<td>NARX</td>
<td>tansig</td>
<td>purelin</td>
<td>purelin</td>
<td>tansig</td>
<td>trainbr</td>
<td>trainbr</td>
</tr>
<tr>
<td>7</td>
<td>FF</td>
<td>NARX</td>
<td>purelin</td>
<td>tansig</td>
<td>tansig</td>
<td>purelin</td>
<td>trainbr</td>
<td>trainbr</td>
</tr>
<tr>
<td>8</td>
<td>FF</td>
<td>NARX</td>
<td>purelin</td>
<td>purelin</td>
<td>tansig</td>
<td>tansig</td>
<td>traindx</td>
<td>trainlm</td>
</tr>
<tr>
<td>9</td>
<td>Elman</td>
<td>FF</td>
<td>tansig</td>
<td>tansig</td>
<td>purelin</td>
<td>purelin</td>
<td>trainbr</td>
<td>trainbr</td>
</tr>
<tr>
<td>10</td>
<td>Elman</td>
<td>FF</td>
<td>tansig</td>
<td>purelin</td>
<td>purelin</td>
<td>tansig</td>
<td>traindx</td>
<td>trainlm</td>
</tr>
<tr>
<td>11</td>
<td>Elman</td>
<td>FF</td>
<td>purelin</td>
<td>tansig</td>
<td>tansig</td>
<td>purelin</td>
<td>traindx</td>
<td>trainlm</td>
</tr>
<tr>
<td>12</td>
<td>Elman</td>
<td>FF</td>
<td>purelin</td>
<td>purelin</td>
<td>tansig</td>
<td>tansig</td>
<td>trainbr</td>
<td>trainbr</td>
</tr>
<tr>
<td>13</td>
<td>Elman</td>
<td>NARX</td>
<td>tansig</td>
<td>tansig</td>
<td>tansig</td>
<td>tansig</td>
<td>trainbr</td>
<td>trainlm</td>
</tr>
<tr>
<td>14</td>
<td>Elman</td>
<td>NARX</td>
<td>tansig</td>
<td>purelin</td>
<td>tansig</td>
<td>purelin</td>
<td>traindx</td>
<td>trainbr</td>
</tr>
<tr>
<td>15</td>
<td>Elman</td>
<td>NARX</td>
<td>purelin</td>
<td>tansig</td>
<td>purelin</td>
<td>tansig</td>
<td>traindx</td>
<td>trainbr</td>
</tr>
<tr>
<td>16</td>
<td>Elman</td>
<td>NARX</td>
<td>purelin</td>
<td>purelin</td>
<td>purelin</td>
<td>purelin</td>
<td>trainbr</td>
<td>trainlm</td>
</tr>
</tbody>
</table>

6.3 **Numerical Analysis Using Taguchi’s DOE Method**

In order to evaluate the proposed method, the developed technique is applied to two chaotic systems, Mackey-Glass and Lorenz equations and two real life chaotic time series, sunspot and far-infrared time series. Later, the performance of the forecasting method configured by the appropriate factor-level combinations determined by Taguchi’s design of
experiment is compared with the results of the same forecasting method with arbitrary selection of architectures and parameters and the results reported in the literature.

6.3.1 Lorenz Equations

The details of the Lorenz equations have been presented in Section 5.2.2. Similar to Section 5.2.2 the parameters in Eq. (35) are selected according to the previous reports [27, 84]. The $x$-coordinate of the Lorenz time series is considered for prediction and a time series with a length of 2500 is generated as described in the research work by Ma et al. [27]. The first 1500 samples were used as training data, while the remaining 1000 were used to test the proposed model.

6.3.2 Mackey-Glass Equation

The details of the Mackey-Glass equation have been presented in Section 4.2.1. Similar to Section 4.2.1, the parameters in Eq. (26) are selected according to the previous report by Zhang et al. [66], where the constants are taken to be $a = 0.2$, $b = 0.1$ and $c = 10$ and chaotic time series is generated by $\tau = 17$ and initial value $x(0) = 1.2$. A chaotic time series data set with length of 1000 is generated by Eq. (26). The first 500 data were used as training data, while the remaining 500 were used to test the proposed model.

6.3.3 Sunspot Time Series

The details of the sunspot time series have been presented in Section 5.3.3. The monthly smoothed sunspot time series has been obtained from the SIDC (World Data Center for the Sunspot Index) [204]. To compare the results with some of the studies
published in the literature, data are selected in the same conditions reported by Ma et al. [27] and Gholipour et al. [84]. The sunspot series from November 1834 to June 2001 (2000 points) are selected and scaled between [0,1]. The first 1000 samples of the time series are selected for training and the remaining 1000 samples are kept to test the prediction method.

6.3.4 Far-Infrared NH3 Laser Time Series

The far-infrared NH3 Laser time series is set A from the Santa Fe time series forecasting competition [226,227]. It is a real world data set recorded from the far-infrared NH3 laser in a chaotic state. The training set is a series of 1000 values and the goal is to apply the proposed forecasting method in this study to forecast one step ahead for the next 100 data.

6.3.5 Numerical Experiments

The embedding parameters for the Lorenz time series \( D = 3 \) and \( T = 3 \), the Mackey-Glass time series \( D = 3 \) and \( T = 7 \), the sunspot time series \( D = 5 \) and \( T = 1 \) and the far-infrared NH3 laser time series \( D = 7 \) and \( T = 2 \) are estimated using TSTOOL [190] and accordingly phase space points are reconstructed.

For all the time series, the embedding dimensions \( (D_1 \& D_2) \) and time delays \( (T_1 \& T_2) \) for the second and third tiers are selected based on the characteristics of the residuals. The neural network architectures and the remaining parameters are selected according to Table 6.2. Table 6.3 presents the performance of the forecasting method (NMSE) for each experiment for all four time series.
Table 6.3 Taguchi’s DOE setting; orthogonal array L16(2^8).

<table>
<thead>
<tr>
<th>No.</th>
<th>RUN1</th>
<th>RUN2</th>
<th>RUN1</th>
<th>RUN2</th>
<th>RUN1</th>
<th>RUN2</th>
<th>RUN1</th>
<th>RUN2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.9549</td>
<td>2.9502</td>
<td>2.8145</td>
<td>2.8223</td>
<td>1.6482</td>
<td>1.6487</td>
<td>8.27E-01</td>
<td>8.28E-01</td>
</tr>
<tr>
<td>2</td>
<td>2.7552</td>
<td>2.7551</td>
<td>2.9158</td>
<td>2.916</td>
<td>1.6578</td>
<td>1.6612</td>
<td>8.05E-01</td>
<td>8.05E-01</td>
</tr>
<tr>
<td>3</td>
<td>2.853</td>
<td>2.848</td>
<td>2.9606</td>
<td>2.9608</td>
<td>1.6323</td>
<td>1.6321</td>
<td>8.15E-01</td>
<td>8.14E-01</td>
</tr>
<tr>
<td>4</td>
<td>2.953</td>
<td>2.9533</td>
<td>2.7606</td>
<td>2.7704</td>
<td>1.6242</td>
<td>1.6243</td>
<td>8.25E-01</td>
<td>8.25E-01</td>
</tr>
<tr>
<td>5</td>
<td>3.00E-05</td>
<td>3.00E-05</td>
<td>8.80E-04</td>
<td>8.79E-04</td>
<td>3.89E-04</td>
<td>3.84E-04</td>
<td>8.04E-02</td>
<td>8.03E-02</td>
</tr>
<tr>
<td>6</td>
<td>9.55E-01</td>
<td>9.56E-01</td>
<td>3.38E-01</td>
<td>3.38E-01</td>
<td>7.10E-01</td>
<td>7.09E-01</td>
<td>5.81E-01</td>
<td>5.82E-01</td>
</tr>
<tr>
<td>7</td>
<td>8.13E-01</td>
<td>8.13E-01</td>
<td>4.22E-01</td>
<td>4.28E-01</td>
<td>9.03E-02</td>
<td>9.11E-02</td>
<td>5.03E-01</td>
<td>5.04E-01</td>
</tr>
<tr>
<td>8</td>
<td>6.30E-05</td>
<td>6.29E-05</td>
<td>4.22E-05</td>
<td>4.21E-05</td>
<td>6.03E-03</td>
<td>6.03E-03</td>
<td>6.03E-02</td>
<td>6.03E-02</td>
</tr>
<tr>
<td>9</td>
<td>2.01643</td>
<td>2.01642</td>
<td>2.6813</td>
<td>2.6797</td>
<td>1.6094</td>
<td>1.6091</td>
<td>8.20E-01</td>
<td>8.19E-01</td>
</tr>
<tr>
<td>10</td>
<td>7.11E-01</td>
<td>7.12E-01</td>
<td>1.91116</td>
<td>1.91217</td>
<td>1.0056</td>
<td>1.0043</td>
<td>3.20E-01</td>
<td>3.21E-01</td>
</tr>
<tr>
<td>11</td>
<td>6.64E-01</td>
<td>6.55E-01</td>
<td>1.98107</td>
<td>1.9811</td>
<td>1.1314</td>
<td>1.1317</td>
<td>4.88E-01</td>
<td>4.87E-01</td>
</tr>
<tr>
<td>12</td>
<td>2.2823</td>
<td>2.2832</td>
<td>2.5983</td>
<td>2.5982</td>
<td>1.5314</td>
<td>1.5316</td>
<td>8.88E-01</td>
<td>8.86E-01</td>
</tr>
<tr>
<td>13</td>
<td>2.31E-09</td>
<td>2.30E-09</td>
<td>4.37E-06</td>
<td>4.29E-06</td>
<td>2.55E-03</td>
<td>2.56E-03</td>
<td>9.26E-03</td>
<td>9.28E-03</td>
</tr>
<tr>
<td>14</td>
<td>3.20E-09</td>
<td>3.22E-09</td>
<td>5.72E-05</td>
<td>5.73E-05</td>
<td>5.63E-04</td>
<td>5.60E-04</td>
<td>7.73E-03</td>
<td>7.69E-03</td>
</tr>
<tr>
<td>15</td>
<td>3.31E-08</td>
<td>3.31E-08</td>
<td>9.2E-06</td>
<td>9.21E-06</td>
<td>5.60E-05</td>
<td>5.61E-05</td>
<td>4.30E-02</td>
<td>4.31E-02</td>
</tr>
<tr>
<td>16</td>
<td>1.20E-10</td>
<td>1.19E-10</td>
<td>5.62E-07</td>
<td>5.62E-07</td>
<td>5.59E-04</td>
<td>5.59E-04</td>
<td>8.30E-03</td>
<td>8.32E-03</td>
</tr>
</tbody>
</table>

The results of the ANOVA at 95% confidence level are shown in Table 6.4. Each column in Table 6.4 contains information regarding the determination of the significance of each factor to the response (NMSE). The factor with the largest $F$ value has the greatest impact and based on that, the ranking of each factor is determined as shown in the response Table 6.5 [225]. For all four time series, the $F$ Test at 95% level of confidence indicated that Tier Neural Network Architecture, Final Neural Network
Architecture, Tier Network Training Method and Final Network Training Method among other factors are significant because their p-values are less than 0.05.

**Table 6.4** The result of ANOVA analysis.

<table>
<thead>
<tr>
<th>Factors</th>
<th>123NT</th>
<th>4NT</th>
<th>123HTF</th>
<th>4HTF</th>
<th>123OTF</th>
<th>4OTF</th>
<th>123TM</th>
<th>4TM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>P</td>
</tr>
<tr>
<td>123NT</td>
<td>20.48</td>
<td>0.003</td>
<td>19.63</td>
<td>0.003</td>
<td>11.86</td>
<td>0.011</td>
<td>58.66</td>
<td>0.000</td>
</tr>
<tr>
<td>4NT</td>
<td>84</td>
<td>0.000</td>
<td>831.52</td>
<td>0.000</td>
<td>330.32</td>
<td>0.000</td>
<td>322.93</td>
<td>0.000</td>
</tr>
<tr>
<td>123HTF</td>
<td>0.01</td>
<td>0.923</td>
<td>0.01</td>
<td>0.927</td>
<td>1.04</td>
<td>0.342</td>
<td>0.51</td>
<td>0.500</td>
</tr>
<tr>
<td>4HTF</td>
<td>0.05</td>
<td>0.834</td>
<td>0.24</td>
<td>0.64</td>
<td>0.48</td>
<td>0.51</td>
<td>0.13</td>
<td>0.730</td>
</tr>
<tr>
<td>123OTF</td>
<td>0.0000</td>
<td>0.989</td>
<td>0.01</td>
<td>0.909</td>
<td>0.71</td>
<td>0.428</td>
<td>0.14</td>
<td>0.715</td>
</tr>
<tr>
<td>4OTF</td>
<td>0.11</td>
<td>0.751</td>
<td>0.04</td>
<td>0.843</td>
<td>0.48</td>
<td>0.513</td>
<td>0.000</td>
<td>0.979</td>
</tr>
<tr>
<td>123TM</td>
<td>6.83</td>
<td>0.035</td>
<td>12.55</td>
<td>0.009</td>
<td>8.99</td>
<td>0.020</td>
<td>50.51</td>
<td>0.000</td>
</tr>
<tr>
<td>4TM</td>
<td>8.83</td>
<td>0.021</td>
<td>7.25</td>
<td>0.031</td>
<td>8.57</td>
<td>0.022</td>
<td>58.31</td>
<td>0.000</td>
</tr>
</tbody>
</table>

The response Table 6.5 shows the average of each response for each level of each factor. The table of responses determines the rank of each factor based on Delta statistics, which compares the relative magnitude of effects. The ranks are assigned according to the Delta values with the highest Delta value being the first rank [225]. Therefore, based on the response Table 6.5, Final Neural Network Architecture and Tier Neural Network Architecture have the greatest influence for all four time series. The Tier Network Training Method and the Final Network Training Method have the next influence for the Mackey-Glass and sunspot time series, respectively, and with the change in the order; Final Network Training and Tier Network Training have the next influence for the Lorenz and far-infrared NH3 laser time series, respectively.
### Table 6.5 The response table for Lorenz time series, Mackey-Glass time series, sunspot time series and far-infrared NH3 laser time series.

<table>
<thead>
<tr>
<th>Time Series</th>
<th>Level</th>
<th>123NT</th>
<th>4NT</th>
<th>123HTF</th>
<th>4HTF</th>
<th>123OTF</th>
<th>4OTF</th>
<th>123TM</th>
<th>4TM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lorenz</strong></td>
<td>1</td>
<td>0.7088</td>
<td>2.1478</td>
<td>1.1949</td>
<td>1.2073</td>
<td>1.1859</td>
<td>1.1497</td>
<td>1.4592</td>
<td>1.4967</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.66</td>
<td>0.2211</td>
<td>1.174</td>
<td>1.1616</td>
<td>1.1829</td>
<td>1.2192</td>
<td>0.9097</td>
<td>0.8722</td>
</tr>
<tr>
<td>Delta</td>
<td>0.9512</td>
<td>1.9266</td>
<td>0.021</td>
<td>0.0458</td>
<td>0.003</td>
<td>0.0694</td>
<td>0.5496</td>
<td>0.6246</td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td><strong>Mackey-Glass</strong></td>
<td>1</td>
<td>1.14645</td>
<td>2.579</td>
<td>1.34132</td>
<td>1.31618</td>
<td>1.33216</td>
<td>1.34612</td>
<td>1.48979</td>
<td>1.45321</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.52805</td>
<td>0.0955</td>
<td>1.33318</td>
<td>1.35832</td>
<td>1.34234</td>
<td>1.32838</td>
<td>1.1847</td>
<td>1.22128</td>
</tr>
<tr>
<td>Delta</td>
<td>0.38161</td>
<td>2.4835</td>
<td>0.00815</td>
<td>0.04215</td>
<td>0.01019</td>
<td>0.01773</td>
<td>0.30509</td>
<td>0.23193</td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td><strong>Sunspot</strong></td>
<td>1</td>
<td>0.6601</td>
<td>1.4802</td>
<td>0.7521</td>
<td>0.8171</td>
<td>0.8226</td>
<td>0.7646</td>
<td>0.9045</td>
<td>0.9018</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.9214</td>
<td>0.1013</td>
<td>0.8294</td>
<td>0.7644</td>
<td>0.7589</td>
<td>0.8169</td>
<td>0.677</td>
<td>0.6797</td>
</tr>
<tr>
<td>Delta</td>
<td>0.2613</td>
<td>1.3789</td>
<td>0.0773</td>
<td>0.0527</td>
<td>0.0638</td>
<td>0.0523</td>
<td>0.2274</td>
<td>0.2221</td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td><strong>NH3 Laser</strong></td>
<td>1</td>
<td>0.3229</td>
<td>0.7233</td>
<td>0.4536</td>
<td>0.4369</td>
<td>0.4366</td>
<td>0.4421</td>
<td>0.5536</td>
<td>0.5618</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.5622</td>
<td>0.1617</td>
<td>0.4314</td>
<td>0.4481</td>
<td>0.4485</td>
<td>0.443</td>
<td>0.3315</td>
<td>0.3232</td>
</tr>
<tr>
<td>Delta</td>
<td>0.2394</td>
<td>0.5616</td>
<td>0.0222</td>
<td>0.0112</td>
<td>0.0119</td>
<td>0.0008</td>
<td>0.2221</td>
<td>0.2386</td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

#### 6.4 Comparing the Results

The purpose of this study is to improve the performance of the developed forecasting method by reducing NMSE; therefore, the factor-levels which produce the lowest mean are desirable. The level averages in the response Table 6.5 show that the means are minimized when the Tier Neural Network Architecture is Elman, Final Neural Network Architecture is NARX, the Tier Network Training Method is *traindx* and the Final Network Training Method is *trainlm*. The remaining factors do not show any significance.
The proper levels which are obtained from Taguchi’s DOE are used in the prediction of the four selected time series. In order to evaluate the forecasting performance and compare this with the results reported in the literature, the mean squared error (MSE), normalized mean squared error (NMSE) and root mean squared error (RMSE) are calculated.

The prediction accuracy of the proposed method when the parameters are selected arbitrarily or with Taguchi’s DOE is compared to the prediction performance of the methods presented in the literature for the Lorenz time series. The performance of the forecasting methods by Jang et al. [145], Rojas et al. [116], Rojas et al. [31], Gholipour et al. [84], Ma et al. [27] and Assaad et al. [107], Iokibe et al. [207], Martinez-Rego et al. [22], Tao and Xiao [30], Dhahri and Alimi [208] and Garcia and Alarcon [40] when applied to the Lorenz time series is listed in Table 6.6. Figure 6.1 compares the original values of the Lorenz time series with their predicted values.

Figure 6.1 The comparison between original Lorenz time series and the final predicted values.
Table 6.6 presents the comparison between the prediction errors, MSE, RMSE and NMSE reported in the literature and the proposed method for 1000 Lorenz test data. This experiment confirms the superiority of the proposed method in the prediction of chaotic time series when it is compared with other prediction methods reported in the literature.

Table 6.6 Comparison between the prediction errors reported in the literature and the proposed method (1000 Lorenz time series validation data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Fuzzy Reconstruction</td>
<td>[207]</td>
<td>2.44E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANFIS</td>
<td>[145]</td>
<td>1.43E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo Gaussian–Radial Basis Function</td>
<td>[116]</td>
<td>9.40E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARMA – Neural Network</td>
<td>[31]</td>
<td>8.76E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support Vector Regression</td>
<td>[22]</td>
<td>1.46E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TDL-MLP</td>
<td>[22]</td>
<td>1.56E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLE-VQIT</td>
<td>[22]</td>
<td>2.58E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF with OLS</td>
<td>[84]</td>
<td>1.41E-09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LLNF-LoLiMot</td>
<td>[84]</td>
<td>9.80E-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIFCA-ROLSA</td>
<td>[30]</td>
<td>1.30E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROLSA</td>
<td>[30]</td>
<td>4.63E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evolving Recurrent Neural Network</td>
<td>[27]</td>
<td>9.90E-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boosted Recurrent Neural Networks</td>
<td>[107]</td>
<td>3.77E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDE-RBF</td>
<td>[208]</td>
<td>1.70E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wavelet-Networks B</td>
<td>[40]</td>
<td>1.64E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Method - Taguchi’s DOE</td>
<td></td>
<td>1.95E-09</td>
<td>4.41E-05</td>
<td>3.29E-11</td>
</tr>
</tbody>
</table>

Figure 6.2 compares the original values of the Mackey-Glass time series with their predicted values. Table 6.7 presents the comparison between the prediction errors,
MSE, RMSE and NMSE, reported in Wang & Mendel [205], Cho & Wang [115], Jang et al. [145] and Zhang et al. [39], Rojas et al. [116], Rojas et al. [31], Kim & Kim [154], Gholipour et al. [84], Teo et al. [122], Zhang and Man [1], Assaad et al. [107], Inoue et al. [206] and the proposed method for 500 Mackey-Glass test data. The results presented in Table 6.7 show the superiority of the proposed method in predicting chaotic time series when compared with other prediction methods reported in the literature.

![Real Value vs. Forecast Value](image)

**Figure 6.2** Comparison between original Mackey-Glass time series and the final predicted values.
Table 6.7 Comparison between the prediction errors reported in the literature and the proposed method (500 Mackey-Glass time series validation data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid Neural Network (HNN)</td>
<td>[206]</td>
<td>5.30E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neuro-Fuzzy System with Delay</td>
<td>[39]</td>
<td>1.26E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRNN</td>
<td>[107]</td>
<td>1.60E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RNN – D = 3</td>
<td>[1]</td>
<td>4.15E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RNN – Multi-Dimension</td>
<td>[1]</td>
<td>3.81E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP–MLP (A)</td>
<td>[122]</td>
<td>1.25E-06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Auto–Regressive Model</td>
<td>[31]</td>
<td>1.90E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product T-Norm</td>
<td>[205]</td>
<td>9.10E-02</td>
<td>2.70E-08</td>
<td></td>
</tr>
<tr>
<td>Min T-Norm</td>
<td>[205]</td>
<td>9.00E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GA and Fuzzy System – 9 MFs</td>
<td>[154]</td>
<td>3.80E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF – Adaptive Fuzzy System I</td>
<td>[115]</td>
<td>1.14E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANFIS and Fuzzy System</td>
<td>[145]</td>
<td>7.00E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudo Gaussian – Radial Basis Function</td>
<td>[116]</td>
<td>2.80E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARMA – Neural Network</td>
<td>[31]</td>
<td>2.50E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANFIS</td>
<td>[84]</td>
<td>1.50E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBF–OLS</td>
<td>[84]</td>
<td>1.02E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LLNF–LoLiMot</td>
<td>[84]</td>
<td>9.61E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERNN</td>
<td>[27]</td>
<td>4.20E-05</td>
<td>3.15E-08</td>
<td></td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE</td>
<td></td>
<td>8.19E-10</td>
<td>2.87E-05</td>
<td>1.59E-08</td>
</tr>
</tbody>
</table>

Figure 6.3 compares the original values of the sunspot time series with their predicted values. Figure 6.4 shows the marked area in Figure 6.3. The error indices, MSE, RMSE and NMSE for the 1000 sunspot time series test data are compared with the results reported in Sello [82], Gholipour et al. [84], Teo et al. [122], McNish and Lincoln...
[209], Denkmayr and Cugnon [210], Ma et al. [27] and Koskela et al. [25]. Koskela et al. [127] and presented in Table 6.8. According to Table 6.8, the performance of the proposed method supersedes the performance of other methods in the literature.

**Figure 6.3** The comparison between original sunspot time series and the final predicted values.

**Figure 6.4** The marked area in Figure 6.3.
Table 6.8 Comparison between the prediction errors reported in the literature and the proposed method (1000 sunspot time series validation data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>RMSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>WP-MLP (A)</td>
<td>[122]</td>
<td>1.25E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>McNish-Lincoln</td>
<td>[209]</td>
<td></td>
<td>8.00E-02</td>
<td></td>
</tr>
<tr>
<td>Sello – Nonlinear Method</td>
<td>[82]</td>
<td></td>
<td>3.40E-01</td>
<td></td>
</tr>
<tr>
<td>Waldmeier</td>
<td>[82]</td>
<td></td>
<td>5.60E-01</td>
<td></td>
</tr>
<tr>
<td>Denkmayr</td>
<td>[210]</td>
<td></td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td>RBF-OLS</td>
<td>[84]</td>
<td></td>
<td>4.60E-02</td>
<td></td>
</tr>
<tr>
<td>LLNF-LoLiMot</td>
<td>[84]</td>
<td></td>
<td>3.20E-02</td>
<td></td>
</tr>
<tr>
<td>ERNN</td>
<td>[27]</td>
<td>1.29E-02</td>
<td></td>
<td>2.80E-03</td>
</tr>
<tr>
<td>Multi-Layer Perceptron (MLP)</td>
<td>[127]</td>
<td></td>
<td></td>
<td>9.79E-02</td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE</td>
<td></td>
<td>1.202E-04</td>
<td>1.10E-02</td>
<td>5.038E-04</td>
</tr>
</tbody>
</table>

Figure 6.5 compares the original values of the far-infrared NH3 laser time series with their predicted values using the proposed method in this chapter. The error index, NMSE for 100 far-infrared NH3 laser time series test data for the demonstrated experiment is compared with the results published in the literature.

vector regression (MS-SVR) method which has several different kernel scales in prediction of chaotic time series. Menezes et al. [28] applied a NARX neural network to chaotic time series forecasting and compared the achieved results with the results obtained from time delay neural networks (TDNN) and an Elman neural network. Table 6.9 presents the comparison between the prediction errors, NMSE, reported in the literature and the proposed method for 100 far-infrared NH3 laser test data. This experiment also confirms the superiority of the proposed method in predicting chaotic time series when compared with other prediction methods reported in the literature.

![Comparison between original far-infrared NH3 laser series and final forecast values.](image)

**Figure 6.5** Comparison between original far-infrared NH3 laser series and final forecast values.
Table 6.9 Comparison between the prediction errors reported in the literature and the proposed method (100 far-infrared NH3 laser time series validation data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>NMSE</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>[28]</td>
<td>1.72E-01</td>
<td>98.1</td>
</tr>
<tr>
<td>MLP</td>
<td>[228]</td>
<td>9.96E-02</td>
<td>96.7</td>
</tr>
<tr>
<td>RSOM</td>
<td>[127]</td>
<td>8.33E-02</td>
<td>96.1</td>
</tr>
<tr>
<td>SVR</td>
<td>[137]</td>
<td>5.80E-02</td>
<td>94.4</td>
</tr>
<tr>
<td>LSTM</td>
<td>[228]</td>
<td>3.96E-02</td>
<td>91.8</td>
</tr>
<tr>
<td>MS-SVR</td>
<td>[137]</td>
<td>3.92E-02</td>
<td>91.7</td>
</tr>
<tr>
<td>LSTM IT</td>
<td>[228]</td>
<td>3.64E-02</td>
<td>91.1</td>
</tr>
<tr>
<td>Elman</td>
<td>[28]</td>
<td>3.40E-02</td>
<td>90.5</td>
</tr>
<tr>
<td>NARX</td>
<td>[28]</td>
<td>3.39E-02</td>
<td>90.4</td>
</tr>
<tr>
<td>FIR-MLP</td>
<td>[126]</td>
<td>2.30E-02</td>
<td>85.9</td>
</tr>
<tr>
<td>Weigend and Nix</td>
<td>[229]</td>
<td>1.98E-02</td>
<td>83.6</td>
</tr>
<tr>
<td>MLP</td>
<td>[127]</td>
<td>1.78E-02</td>
<td>81.8</td>
</tr>
<tr>
<td>MLP IT</td>
<td>[228]</td>
<td>1.58E-02</td>
<td>79.5</td>
</tr>
<tr>
<td>BPTT</td>
<td>[107]</td>
<td>7.92E-03</td>
<td>59.1</td>
</tr>
<tr>
<td>CBPTT</td>
<td>[107]</td>
<td>5.60E-03</td>
<td>42.1</td>
</tr>
<tr>
<td>EBPTT</td>
<td>[107]</td>
<td>5.37E-03</td>
<td>39.7</td>
</tr>
<tr>
<td>Boosting-Squared</td>
<td>[107]</td>
<td>4.31E-03</td>
<td>24.8</td>
</tr>
<tr>
<td>Boosting-Linear</td>
<td>[107]</td>
<td>3.77E-03</td>
<td>14.1</td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE</td>
<td></td>
<td>3.24E-03</td>
<td></td>
</tr>
</tbody>
</table>

6.5 Summary

In this study, Taguchi’s design of experiments was utilized to identify the factor-level combinations which improve the performance of the proposed method to forecast chaotic time series. Based on the embedding theorem, the original time series can be
unfolded with embedding dimension and time delay and reconstructed into the phase space points. The first neural network was trained, and the future values of the embedded phase space points and, consequently, the original time series were predicted. It was observed that, in some cases, the residuals of the forecasting method were not random and exhibited the same characteristics as the original time series. The accuracy of this prediction method was further enhanced by analyzing and incorporating the prediction residuals. The residual analysis was repeated several times. Eventually, to capture the relationship between the predicted values and the original time series, a new neural network was trained. Taguchi’s design of experiments was introduced as a pre-step to the forecasting method to select proper combinations of ensemble artificial neural networks and their parameters.

The performance of the improved forecasting method has been validated for a one-step ahead prediction in terms of error indices. The results were compared with the performance of reported forecasting methods in the literature. Two systems which produce chaotic time series, Mackey-Glass and Lorenz, and two real life chaotic time series, sunspot and a far-infrared NH3 laser time series, were selected for benchmarking. In all four time series analysis, Tier Neural Network Architecture, Final Neural Network Architecture, Tier Network Training Method and Final Network Training Method showed importance and their selected levels were Elman, NARX, traindx and trainlm, respectively. The experimental results confirm that the selected levels identified by Taguchi’s DOE have improved the performance of the proposed forecasting method when compared with the same method using arbitrary selection of architectures and parameters or other existing forecasting methods in the literature.
Applications of chaos theory are becoming increasingly widespread in a variety of disciplines. Chaos theory has been applied to the control of robot servos [4]. The implication of chaos has been observed in communications, the optimization of telephone exchanges [5] and the transmission of digital signals [6]. Data analysis methods developed for the analysis of chaotic behaviour have been applied to bulk chemical reactions [7]. Chaos theory has also been applied to economics [230,231], ecology [232], international relations [233] and medicine [234]. In the supply chain management area, the principles of chaos theory have been used in demand forecasting, product design and inventory management [19,235,236].

González and Pereda [17] utilized chaos theory to study the short-term cardiovascular control system. Wichard et al. [237] applied chaos theory to the balancing problem of spinning rotors. In the hydrological field, Jayawardena and Lai [71] detected chaotic behaviour in daily rainfall and streamflow data. Feichtinger [238] has discussed the importance of chaos theory in operations research. In the financial sector, chaos theory has been applied mainly to commodity markets, stock markets, exchange rates, bankruptcy prediction and financial planning [8].
Prediction of nonlinear and chaotic time series is a useful method to evaluate characteristics of dynamical systems. Predictions of chaotic time series have been observed in the areas of marketing [9,239], foreign exchange rates [10,102], signal processing [11], supply chain management [12,19], oil price and consumption [240], traffic flow [13,241], power load [14,242], weather forecasting [15], tidal prediction [72], sunspot prediction [16], air quality [243], production systems [237] and many others. Due to the importance of these fields, the interest in a robust technique to predict chaotic time series has increased.

In Chapter 6, the final form of the proposed forecasting method was presented. This original forecasting method was developed using the embedding theorem, ensemble neural networks, residual analysis, genetic algorithms and Taguchi’s design of experiments. In the current chapter, the proposed method is applied to financial markets, namely, stock markets and exchange rate trading. In the following sections, the daily price of four stocks, namely, British Airlines, Southwest Airlines, Ryanair Holdings and Lucent Incorporated, and two exchange rates, namely, EUR/USD and USD/JPY, are analyzed and their future values are predicted.

7.1 Stock Markets

In the last few decades, stock markets have become an inseparable part of the global economy. Any change in stock markets impacts on the financial status of individuals, corporations and countries [244,245]. The crash of stock markets on October 19, 1987, increased the interests of macroeconomists and financial researchers to investigate chaotic behaviour in stock markets. They observed that the large movements
in stock markets are greater than the expected normal distribution. Later, financial economists concluded that stock markets are governed by chaotic dynamics [246].

The relationship between chaos theory and stock markets has been discussed repeatedly in the literature [239,246,247,248]. In the financial sector, chaos theory has been applied mainly to commodity markets, stock markets, exchange rates, bankruptcy prediction, financial planning [8] and employment rates [239]. The research work by Baumol and Benhabib [230] presents a comprehensive survey of economic models which deal with chaotic behaviour of stock markets [246].

Forecasting the future of stock markets is a challenging and attractive subject [9]. Stock markets are evolutionary, nonlinear and complex systems [249]. Numerous factors are involved in prediction of stock markets including traders’ expectations, general economic conditions and political events [139,250]. There is always some degree of risk in investing in stock markets due to the difficulties in prediction of the stock market movements [245]. Therefore, an appropriate forecasting model could decrease the risk of such investments.

Saad et al. [251] utilized time delay neural networks (TDNN), recurrent neural networks (RNN) and probabilistic neural networks (PNN) to forecast Apple stock trends. Huanga et al. [250] investigated the predictability of financial movement direction with a support vector machine (SVM) and applied the method to the weekly movement direction of NIKKEI 225 stock data. Hassan and Nath [245] utilized a hidden Markov model (HMM) approach to forecast stock prices for some airline stocks: Southwest Airlines, British Airlines, Delta Airlines and Ryanair Holdings Ltd. Qian and Rasheed [9] used the Hurst exponent to determine a period with great predictability for
the Dow Jones Industrial Average index. Afolabi and Olude [139] used backpropagation, a Kohonen self-organizing map (SOM), and a hybrid Kohonen SOM to forecast the daily price of Lucent Incorporated stock.

In this section, the proposed forecasting method using chaos theory, the embedding theorem, residual analysis and improved ensemble neural networks with genetic algorithms and Taguchi’s design of experiments is applied to the daily price of four stocks: British Airlines, Southwest Airlines, Ryanair Holdings Ltd. and Lucent Incorporated.

7.1.1 British Airlines Stock Data

The daily price of British Airlines stock has been selected for analysis and forecasting. In order to compare the performance of the proposed forecasting method in this study when applied to British Airlines stock data with the results reported in the literature, the conditions are set based on Hassan and Nath [245]. The daily stock data of British Airlines for the period January 1, 2003 to September 10, 2004 which includes 443 data is selected for training of the developed model in this study. Accordingly, the daily stock data for the period September 11, 2004 to January 10, 2005 which includes 94 data is selected for testing of the proposed method to forecast one step ahead for the closing price of British Airlines stock. Figure 7.1 shows the daily closing price of British Airlines stock for the period January 1, 2003 to January 10, 2005.

The first step in applying the proposed forecasting method to British Airlines stock data is to detect chaos in the time series. The Lyapunov exponent is the most popular method to investigate the existence of chaos in a given time series [10,252,253,254]. A
positive Lyapunov exponent confirms the existence of chaos. Figure 7.2 shows the prediction error versus the length of prediction for British Airlines stock data.

Figure 7.1 The daily closing price of British Airlines stock for Jan. 1, 2003 to Jan. 10, 2005.

Figure 7.2 Largest Lyapunov exponent graph for British Airlines stock data.
The slope of the linear portion of the graph estimates the value of the largest Lyapunov exponent (LLE). The largest Lyapunov exponent for British Airlines stock data is positive, LLE = 3.36, which is an indication of chaotic behaviour in the data.

The embedding dimension $D$ and the time delay $T$ are calculated using TSTOOL [190]. British Airlines stock data is reconstructed into phase space points with embedding dimension $D = 3$ and time delay $T = 1$. The data in the phase space domain are shown in Figure 7.3.

The embedded phase space points are fed into an Elman neural network with 3 neurons in the input and output layers and 6 hidden and recurrent neurons. The weights and biases of the trained Elman neural network are kept to forecast the future values of the phase space points and eventually the future values of British Airlines stock data. Figure 7.4 compares the real data and the predicted values of 94 data kept for testing.

Figure 7.3 British Airlines stock data in phase space domain.
The prediction errors for the training data are calculated and analyzed. The largest Lyapunov exponent $\text{LLE} = 7.24$ is determined for the residual time series using TSTOOL [190], which shows the existence of chaos in the obtained residuals. Based on this finding, the residuals are treated as a new chaotic time series and predicted. The first $(D-1)T+1$ data have been used for the first prediction; therefore, the length of the residual time series is $(D-1)T+1$ shorter than the original time series. The residuals may not have the same embedding parameters as the original time series; therefore, they need to be analyzed independently. The 440 residuals obtained from the original prediction of the training data are reconstructed using the estimated embedding dimension $D_1 = 4$ and time delay $T_1 = 1$. The embedded phase space points are fed into a new Elman neural network. The neural network is set up with 4 neurons in the input and output layers and 6 hidden and recurrent neurons. Figure 7.5 presents the first residuals and their predicted values for the test data.
The residual analysis is repeated one more time. The largest Lyapunov exponent $LLE = 7.58$ is determined for the residual time series using TSTOOL [190], which shows the existence of chaos in the obtained residuals. After confirmation that the residuals are chaotic, with $D_2 = 4$ and time delay $T_2 = 1$, the second order residuals are reconstructed and predicted using an Elman neural network. Figure 7.6 presents the comparison between the second order residual values and their predicted values.

Finally, a NARX neural network is trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output. The NARX neural network is used to capture the relationship between the predicted values and the original time series. The initial weights and biases of the final neural networks are improved using genetic algorithms. Figure 7.7 compares the original values of British Airlines stock data with their predicted values.
Figure 7.6 British Airlines stock data – The comparison of the second residual values and the predicted values.

Figure 7.7 The comparison between original British Airlines stock data and the final predicted values.
In order to evaluate the prediction performance and compare it with the results reported by Hassan and Nath [245], the mean absolute percentage error (MAPE) index is calculated according to Eq. (37):

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right|
\]

(37)

where \( y_i \) and \( \hat{y}_i \) are observed data and predicted data, respectively. The term \( N \) is the length of observed data.

The prediction accuracy for 94 British Airlines stock test data, in the demonstrated experiment based on the improved Elman-NARX configuration, is compared with the results reported in the literature. Table 7.1 presents the comparison between the prediction errors reported in the literature and that of the proposed method for British Airlines stock data. This experiment confirms that the proposed forecasting method, when it is used to forecast the future values of British Airlines stock data, generates better results compared to other prediction methods reported in the literature.

**Table 7.1** Comparison between the prediction errors reported in the literature and the proposed method (94 British Airlines stock test data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MAPE</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden Markov Model (HMM)</td>
<td>[245]</td>
<td>2.629</td>
<td>99.4</td>
</tr>
<tr>
<td>Artificial Neural Network (ANN)</td>
<td>[245]</td>
<td>2.283</td>
<td>86.3</td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE</td>
<td>--</td>
<td>1.45E-02</td>
<td></td>
</tr>
</tbody>
</table>
7.1.2 *Southwest Airlines Stock Data*

For the second real life numerical experiment, the daily price of Southwest Airlines stock has been selected. In order to compare the performance of the proposed forecasting method in this study when applied to Southwest Airlines stock data with the results reported in the literature, the conditions are set based on Hassan and Nath [245]. The daily stock data of Southwest Airlines for the period December 18, 2002 to July 23, 2004 which includes 401 data is selected for training of the developed model in this study. Accordingly, the daily stock data for the period July 24, 2004 to November 17, 2004 which includes 82 data is selected for testing of the proposed method to forecast one step ahead for the closing price of Southwest Airlines stock. Figure 7.8 shows the daily closing price of Southwest Airlines stock for the period December 18, 2002 to November 17, 2004.

![Diagram showing the daily closing price of Southwest Airlines stock from December 18, 2002 to November 17, 2004.](image-url)

**Figure 7.8** The daily closing price of Southwest Airlines stock December 18, 2002 to November 17, 2004.
The first step in applying the proposed forecasting method to Southwest Airlines stock data is to detect chaos in the time series. The largest Lyapunov exponent for Southwest Airlines stock data is positive, LLE = 4.08, which indicates chaotic behaviour.

The original time series is reconstructed with embedding dimension \( D = 4 \) and time delay \( T = 1 \). The embedded phase space points are fed into an Elman neural network with 4 neurons in the input and output layers and 6 recurrent neurons and trained. The weights and biases of the Elman neural network are kept to forecast the future values of phase space points and consequently the original time series.

Two levels of residual analysis are performed to increase the accuracy of the prediction. Based on a positive largest Lyapunov exponent, LLE = 7.26, it is concluded that the first order residuals are chaotic. The first order residuals, are reconstructed with embedding dimension \( D_1 = 3 \) and time delay \( T_1 = 1 \). The reconstructed phase space points are fed into a new Elman neural network. The neural network is set up with 3 neurons in the input and output layers and 6 neurons in the hidden layer. The residual analysis is repeated one more time and it is concluded that the second order residuals show chaotic behaviour, LLE = 7.67. With \( D_2 = 3 \) and time delay \( T_2 = 1 \), the future values of the second order residuals are predicted based on the proposed prediction method. Finally, a NARX network is trained using neural networks’ result values of the time series and the residuals as input and the original time series as output. The last neural network is used to capture the relationship between the neural networks’ result values and the original time series.

Figure 7.9 compares the original values of Southwest Airlines time series with their final predicted values.
The error index, MAPE for the 82 Southwest Airlines test samples is compared with the results reported in the literature and presented in Table 7.2. The experiment performed confirms that the performance of the proposed method with improved Elman-NARX configuration is better in prediction of Southwest Airlines time series when compared to other prediction methods reported in the literature.

Table 7.2 Comparison between the prediction errors reported in the literature and the proposed method (82 Southwest Airlines stock test data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MAPE</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden Markov Model (HMM)</td>
<td>[245]</td>
<td>2.011</td>
<td>99.2</td>
</tr>
<tr>
<td>Artificial Neural Network (ANN)</td>
<td>[245]</td>
<td>1.673</td>
<td>82.4</td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE</td>
<td>--</td>
<td>1.65E-02</td>
<td>1.65E-02</td>
</tr>
</tbody>
</table>

Figure 7.9 The comparison between original Southwest Airlines stock data and the final predicted values.
7.1.3 Ryanair Holdings Ltd. Stock Data

The next numerical experiment is performed with the daily price of Ryanair Holdings Ltd. stock data. In order to compare the performance of the proposed forecasting method in this study when applied to Ryanair stock data with the results reported in the literature, the conditions are set based on Hassan and Nath [245]. The daily stock data of Ryanair for the period May 06, 2003 to December 06, 2004 which includes 401 data is selected for training of the developed model in this study. Accordingly, the daily stock data for the period December 07, 2004 to March 17, 2005 which includes 70 data is selected for testing of the proposed method to forecast one step ahead for the closing price of Ryanair stock. Figure 7.10 shows the daily closing price of Ryanair stock for the period May 06, 2003 to March 17, 2005.

![Figure 7.10 The daily closing price of Ryanair stock for the period May 06, 2003 to March 17, 2005.](image-url)
The existence of chaos is investigated in Ryanair stock data. The value of the largest Lyapunov exponent for Ryanair stock data is positive, \( \text{LLE} = 4.14 \), which is an indication of chaotic behaviour in the data.

The embedding dimensions \( D = 3 \) and \( T = 1 \) are estimated as explained in Section 3.2.4 and 3.2.5 using TSTOOL [190]. Accordingly, phase space points are reconstructed. An Elman neural network including 3 neurons in the input layer, 6 neurons in the hidden layer, 6 recurrent neurons and 3 neurons in the output layer is trained. The weights and biases of the network are kept for the purpose of prediction.

The prediction errors for the data selected for the training phase are calculated and analyzed. The largest Lyapunov exponent, \( \text{LLE} = 7.04 \) is positive; therefore, it is concluded that the residuals show chaotic behaviour. Based on this finding, the residuals are treated as a new chaotic time series with embedding dimension \( D_1 = 5 \) and time delay \( T_1 = 1 \) and the proposed method is applied to predict the future value of the residuals. The second level of residual analysis is performed and the existence of chaos is detected in the residual time series, \( \text{LLE} = 6.86 \). With the embedding dimension \( D_2 = 3 \) and time delay \( T_2 = 1 \), the second level residuals are predicted. Finally, a NARX network is trained using neural networks’ result values of the time series and the residuals as input and the original time series as output to correlate the predicted values to the original time series. Figure 7.11 compares the original values of Ryanair time series with their final predicted values.

The error index, MAPE, for the 70 Ryanair stock test samples are compared with the results reported in the literature and presented in Table 7.3. The experiment performed for Ryanair stock data confirms that the proposed method with the improved
Elman-NARX configuration performs better than other prediction methods reported in the literature.

![Graph](image)

**Figure 7.11** The comparison between original Ryanair stock data and the final predicted values.

**Table 7.3** Comparison between the prediction errors reported in the literature and the proposed method (70 Ryanair stock test data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MAPE</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden Markov Model (HMM)</td>
<td>[245]</td>
<td>1.492</td>
<td>99.0</td>
</tr>
<tr>
<td>Artificial Neural Network (ANN)</td>
<td>[245]</td>
<td>1.928</td>
<td>128.2</td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE</td>
<td>--</td>
<td>1.56E-02</td>
<td></td>
</tr>
</tbody>
</table>
7.1.4 *Lucent Incorporated Stock Data*

The last numerical experiment performed on stock data in this study is the daily stock price of Lucent incorporated. In order to compare the performance of the proposed forecasting method in this study when applied to Lucent incorporated stock data with the results reported in the literature, the conditions are set based on Afolabi and Olude [139]. The daily stock data of Lucent incorporated for the period November 28, 1998 to November 28, 2003 which includes 1258 data is selected for training and testing of the developed model in this study. Similar to Afolabi and Olude [139] the first 258 are removed and the next 500 data are selected for training and the last 500 data are used to test the performance of the proposed forecasting method. Figure 7.12 shows the scaled daily closing price of Lucent stock for the period November 28, 1998 to November 28, 2003 scaled according to Afolabi and Olude [139].

![Figure 7.12](image_url)  
*Figure 7.12* The scaled daily closing price of Lucent incorporated stock for the period November 28, 1998 to November, 28 2003.
Lucent stock data are analyzed to detect chaos in the time series. The largest Lyapunov exponent for Lucent stock data is positive, LLE = 4.29, which is an indication of chaotic behavior in the data. The original time series is reconstructed with the embedding dimension $D = 3$ and time delay $T = 8$. The embedded phase space points are fed into an Elman neural network with 3 neurons in the input and output layers and 6 recurrent neurons and trained. The weights and biases of the Elman neural network are kept to forecast the future values of phase space points and consequently the original time series.

Two levels of residual analysis are performed to increase the accuracy of the prediction. Based on a positive largest Lyapunov exponent, LLE = 6.56, it is concluded that the first level residuals are chaotic. The first order residuals are reconstructed with the embedding dimension $D_1 = 3$ and time delay $T_1 = 1$. The reconstructed phase space points are fed into a new Elman neural network. The neural network is set up with 3 neurons in the input and output layers and 6 neurons in the hidden layer. The residual analysis is repeated one more time. The second level residuals are examined and with LLE = 6.56, the existence of chaos is confirmed. With $D_2 = 3$ and time delay $T_2 = 1$, the future values of the second order residuals are predicted based on the proposed prediction method. Finally, a NARX network is trained using neural networks’ result values of the time series and the residuals as input and the original time series as output. Figure 7.13 compares the scaled values of Lucent time series with their final predicted values.
Table 7.4 presents the comparison between the prediction errors, RMSE, reported in the literature and the proposed method for 500 Lucent test samples. The results show that the proposed forecasting method with the improved Elman-NARX configuration performs better in prediction of Lucent stock data when compared to other prediction methods reported in the literature.

**Table 7.4** Comparison between the prediction errors reported in the literature and the proposed method (500 Lucent stock test data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>RMSE</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kohonen SOM Network</td>
<td>[139]</td>
<td>1.33E-01</td>
<td>91.4</td>
</tr>
<tr>
<td>Hybrid Kohonen SOM Network</td>
<td>[139]</td>
<td>7.23E-02</td>
<td>45.8</td>
</tr>
<tr>
<td>Backpropagation Neural Network (BPN)</td>
<td>[139]</td>
<td>1.74E-02</td>
<td>4.5</td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE</td>
<td>--</td>
<td>1.14E-02</td>
<td></td>
</tr>
</tbody>
</table>
7.2 Exchange Rates

Foreign exchange markets are one of the largest financial markets [255]. The foreign exchange trades are happening 24 hours a day in financial markets [10]. Due to the importance of foreign currencies, the exchange rates are important indicators in the international financial markets [255]. A number of fundamental factors which change the foreign exchange rates are the inflation in the concerned country, the supply of money, the money market rate as a measurement for the short-term interest rate, the long-term government bond yield and lending rate, which are the measurement for the long-term interest rate, the rate of industrial production and the trade balance relative to the gross domestic product (GDP) [10].

The exchange rate forecast models are generally categorized into two types: fundamental and technical. The fundamental model is based on the feedback of the demand and supply of domestic currency compared with a foreign currency. In the technical model, the historical exchange rate data are required to determine the underlying structure of these data and obtain the governing rules by which the time series data are produced [255,256]. The developed forecasting method in this study falls under technical models.

The evidence of complexity, nonlinearity and dynamical behaviour has been observed in the exchange rate time series [257,258,259,260,261]. Cecen et al. [252] and Bask [253,254] showed the existence of chaos in the exchange rate markets by obtaining a positive Lyapunov exponent in the exchange rate time series. Richards [262] and Schwartz and Yousefi [263] detected fractal properties in the exchange rate time series and claimed chaotic behaviour in the exchange rate markets. Das and Das [10] investigated nonlinearity and chaos in foreign exchange rates for twelve countries:
Australia, Canada, China, India, Japan, Malaysia, Singapore, Sri Lanka, Sweden, Switzerland, Thailand and UK, over the span of nearly 36 years. Calculating the largest Lyapunov exponent (LLE), Das and Das [10] found an indication of chaotic behaviour in all the exchange rate time series.

A number of methods are introduced in the literature to forecast foreign exchange rates. Tenti [102] proposed the application of recurrent neural networks to predict foreign exchange rates. The method developed by Tenti was used to forecast the future of Deutsche mark currency. Kim and Kim [154] used a genetic fuzzy predictor ensemble (GFPE) method to forecast the exchange rates between the Swiss franc and the US dollar (CHF/USD). Guegan and Mercier [264] developed two forecasting methods based on the nearest neighbours and the radial basis function to forecast the daily exchange rates between the Deutsche mark and the French franc (DEM/FRF). Liu [255] selected fuzzy logic to study exchange rates between the US dollar and the Japanese yen (USD/JPY) and developed a dynamic adaptive neuron-fuzzy logic forecasting model. Sheikhan and Movaghar [73] proposed an evolutionary connectionist model in which GA is used to improve the parameters and structure of the feedforward neural network. The proposed method by Sheikhan and Movaghar [73] was applied to the daily exchange rates between the Euro and the US dollar (EUR/USD) and the Euro and the Britain pound (EUR/GBP).

In this section, the proposed forecasting method using chaos theory, the embedding theorem, residual analysis and improved ensemble neural networks with genetic algorithms and Taguchi’s design of experiments is applied to daily exchange rates between the Euro and the US dollar (EUR/USD) and the US dollar and the Japanese yen (USD/JPY).
7.2.1 EUR/USD Exchange Rates Data

The daily exchange rates between the Euro and the US dollar are selected to evaluate the performance of the proposed forecasting method in the current study. To compare the performance of the proposed forecasting method in this study when applied to EUR/USD exchange rates with the results reported in the literature, the conditions are set based on Sheikhan and Movaghar [73]. The daily exchange rates between the Euro and the US dollar for the period February 01, 2002 to October 31, 2008 (1757 data) as shown in Figure 7.14 is selected for training and testing of the developed model in this study. The first 1600 data are selected for training and the last 157 data are used to test the performance of the proposed forecasting method.

![Figure 7.14](image.png)

**Figure 7.14** The exchange rate EUR/USD from February 01, 2002 to October 31, 2008.

The first step in applying the proposed forecasting method to EUR/USD is to detect chaos in the time series. As explained in Section 3.2.2, a positive Lyapunov exponent confirms the existence of chaos. Figure 7.15 shows prediction error versus length of
prediction for EUR/USD data. The slope of the linear portion of the graph estimates the value of the largest Lyapunov exponent (LLE). The largest Lyapunov exponent for EUR/USD data is positive, \(\text{LLE} = 4.54\), which is an indication of chaotic behaviour in the data.

![Largest Lyapunov exponent graph for EUR/USD data.](image)

**Figure 7.15** Largest Lyapunov exponent graph for EUR/USD data.

The embedding dimension \(D\) and the time delay \(T\) are calculated using TSTOOL [190]. EUR/USD data is reconstructed into phase space points with embedding dimension \(D = 4\) and time delay \(T = 1\). The embedded phase space points are fed into an Elman neural network with 4 neurons in the input and output layers and 6 hidden and recurrent neurons. The weights and biases of the trained Elman neural network are kept to forecast the future values of the phase space points and eventually the future values of EUR/USD data.

The prediction errors for the training data are calculated and analyzed. The largest Lyapunov exponent, \(\text{LLE} = 8.86\), is determined for the residual time series using TSTOOL [190], which shows the existence of chaos in the obtained residuals. The residuals obtained
from the original prediction of the training data are reconstructed using the estimated embedding dimension $D_1 = 4$ and time delay $T_1 = 1$. The embedded phase space points are fed into a new Elman neural network. The neural network is set up with 3 neurons in the input and output layers and 6 neurons in the hidden layer and 6 recurrent neurons. The residual analysis is repeated one more time. The largest Lyapunov exponent, LLE = 9.11, is determined for the second level residuals, which shows the existence of chaos in the obtained residuals. After confirmation that the residuals are chaotic, with $D_2 = 4$ and time delay $T_2 = 1$, the second order residuals are reconstructed and predicted using an Elman neural network.

Finally, a NARX neural network is trained using the neural networks’ result values of the time series and the residuals as input and the original time series as output. The weights and biases of the final neural network are improved using genetic algorithms and kept to predict the future value of the time series. Figure 7.16 compares the original values of EUR/USD data time series with their predicted values.

![Figure 7.16](image)

**Figure 7.16** The comparison between original EUR/USD data time series and the final predicted values.
The error indices, MSE and NMSE for the 157 EUR/USD test samples are compared with the results reported in the literature and presented in Table 7.5. The experiment performed for the daily exchange rates between the Euro and the US dollar confirms that the proposed method with improved Elman-NARX configuration has better performance compared to other prediction methods reported in the literature.

**Table 7.5** Comparison between the prediction errors reported in the literature and the proposed method (157 EUR/USD test data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>MSE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evolutionary Connectionist Model</td>
<td>[73]</td>
<td>3.10E-03</td>
<td>5.00E-02</td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE --</td>
<td></td>
<td>1.43E-04</td>
<td>1.83E-02</td>
</tr>
</tbody>
</table>

7.2.2 USD/JPY Exchange Rates

The daily exchange rates between the US dollar and the Japanese yen are selected for analysis and forecasting. In order to compare the performance of the proposed forecasting method in this study when applied to USD/JPY data with the results reported in the literature, the conditions are set based on Liu [255]. The daily exchange rates between the US dollar and the Japanese yen for the period January 01, 2003 and December 31, 2006 (1040 data) as shown in Figure 7.17 are selected for training and testing of the developed model in this study. The first 540 data are selected for training and the last 500 data are used to test the performance of the proposed forecasting method.

The largest Lyapunov exponent for USD/JPY data is positive, LLE = 5.22, which is an indication of chaotic behaviour in the data. The embedding dimensions $D = 3$ and $T = 5$ are estimated as explained in Section 3.2.4 and 3.2.5 using TSTOOL [190]. Accordingly,
phase space points are reconstructed. Figure 7.18 shows USD/JPY data in the phase space domain with $D = 3$ and $T = 5$.

**Figure 7.17** The daily exchange rates between the US dollar and the Japanese yen for the period January 01, 2003 and December 31, 2006.

**Figure 7.18** USD/JPY data in the phase space domain with $D = 3$ and $T = 5$. 
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An Elman neural network is structured with 3 neurons in the input layer, 6 neurons in the hidden layer, 6 recurrent neurons and 3 neurons in the output layer and then trained. The weights and biases of the network are kept for prediction purposes. Figure 7.19 compares the real data with the predicated values for 94 data kept for testing.

The prediction errors for the data selected for the training are calculated and analyzed. The largest Lyapunov exponent for the residual time series, \( \text{LLE} = 6.76 \), is positive; therefore, it is concluded that the residuals exhibit chaotic behaviour. Based on this finding, the residuals are treated as a new chaotic time series and the prediction method proposed in Section 5.1 is applied to predict the future value of the residuals. The first order residuals are reconstructed with embedding dimension \( D_1 = 3 \) and time delay \( T_1 = 1 \). Figure 7.20 presents the residuals of the original prediction and the predicted values for the test data.

![Figure 7.19](image.png)

**Figure 7.19** USD/JPY data – Comparing the original test data and the predicted values.
Figure 7.20 USD/JPY data – The comparison of the first residual values and the predicted values.

The residual analysis is repeated one more time. The largest Lyapunov exponent for the second level residuals, LLE = 8.20, is determined using TSTOOL [190], which shows the existence of chaos in the obtained residuals. After confirmation that the residuals are chaotic, with \( D_2 = 3 \) and time delay \( T_2 = 1 \), the second order residuals are reconstructed and predicted using an Elman neural network. Finally, a NARX neural network is trained using the neural networks’ result value of the time series and the residuals as input and the original time series as output. The NARX neural network is used to capture the relationship between the predicted values and the original time series. The weights and biases of the final neural network are improved using genetic algorithms and kept to predict the future value of the time series. Figure 7.21 compares the original values of USD/JPY data time series with their predicted values.

In order to evaluate the prediction performance and compare it with the results reported by Liu [255], RMSE is calculated. The prediction accuracy for 500 USD/JPY
test data, for the demonstrated experiment based on the improved Elman-NARX configuration are compared with the results reported in the literature.

![Figure 7.21](image)

**Figure 7.21** The comparison between original USD/JPY data and the final predicted values.

Table 7.6 presents the comparison between the prediction errors, RMSE reported in the literature and the proposed method for USD/JPY data. This experiment confirms that the proposed method with improved Elman-NARX, when it is used to forecast the future values of USD/JPY data, generates better results compared to other prediction methods reported in the literature.

**Table 7.6** Comparison between the prediction errors reported in the literature and the proposed method (500 USD/JPY test data).

<table>
<thead>
<tr>
<th>Prediction Method</th>
<th>Reference</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic Adaptive Neuron-Fuzzy Logic</td>
<td>[255]</td>
<td>2.55</td>
</tr>
<tr>
<td>The Proposed Method – Taguchi’s DOE</td>
<td>--</td>
<td>5.96E-01</td>
</tr>
</tbody>
</table>
7.3 Summary

The application of chaos theory is increasing in various disciplines. Chaos has been observed in mixing processes, the control of robot servos, communications, industry, economics, ecology, international relations, medicine, supply chain management, inventory management, cardiovascular control system, hydrological field, operations research and financial markets.

A robust technique to predict chaotic systems can increase the efficiency of the system under study and decrease the risk. Chaotic system forecasting has been reported in many areas such as financial markets, supply chain management, oil price and consumption, power load, production systems and others. In financial markets, chaos theory has been applied to commodity markets, stock markets and exchange rates among others. The stock markets and foreign exchange markets are vital parts of the global financial markets. The financial researchers closely studied the stock markets and foreign exchange markets and observed the evidence of complexity, nonlinearity and dynamical behaviour in both markets.

In this chapter, the forecasting method developed with the residual analysis method using ensemble neural networks and improved by genetic algorithms and Taguchi’s design of experiments was applied to financial markets, namely, stock markets and exchange rate trading. The daily price of four stocks, namely, British Airlines, Southwest Airlines, Ryanair Holdings and Lucent Incorporated and two exchange rates, namely, EUR/USD and USD/JPY were analyzed and their future values were predicted. In all the numerical experiments, the proposed forecasting method shows better performance compared to the results reported in the literature.
CHAPTER 8

CONCLUSION AND FUTURE WORK

8.1 Conclusion

Chaos theory has been used to study and analyze chaotic systems. Chaotic systems generate random-look data; however, in the embedding phase space, they present deterministic behaviour. Forecasting chaotic time series has increasingly become a popular and challenging subject. Many of the forecasting methods proposed in the literature are either inefficient when applied to chaotic time series, or difficult to implement. The motivation to conduct the current study was to develop a more effective, easy-to-use and practical method to forecast chaotic time series.

In this study, an original technique was developed to forecast one step ahead of a given chaotic time series. The key difference between this technique and the techniques proposed in the literature was the utilization of the precise definition of chaos theory and the embedding theorem. Chaos theory states that, for a chaotic system, there exists an unknown mathematical equation which can describe the system. Also, the embedding theorem claims that in phase space mode, a chaotic system reflects most of the characteristics of the original system. Therefore, the unknown state of the given chaotic system can be replaced by the generated phase space points. Also, the unknown function which governs the original system can be estimated with a neural network. In the current technique, an artificial neural network was trained using a single phase space point
(current state) as input and a single phase space point (next state) as output. This complies precisely with the definition of chaos theory and the embedding theorem.

The first step to proceed with the proposed forecasting method was to determine the existence of chaos in a given time series. When the presence of chaos was detected in the observed time series, then the phase space parameters were calculated and the phase space points were generated. An artificial neural network with a single phase space point, $D$ input units, and a single phase space point, $D$ output units, was trained. After training the artificial neural network, the weights and biases of the network were kept to forecast the unknown phase space points and obtain the future values of chaotic time series.

In order to evaluate the performance of the proposed method, the developed technique was applied to three chaotic time series: Mackey-Glass, Logistic and Henon. The feedforward neural network and the Elman recurrent neural network were used to estimate the unknown chaotic function. In most training algorithms, the initial weights and biases of the neural network are selected randomly. This can cause variation in the output of the neural network. To reduce the variation of the neural network output and select proper initial weights and biases for the neural network, genetic algorithms were adopted. The GA’s objective function was to minimize the mean square error (MSE) of the predicted values based on the proposed technique and the original time series. The decision variables were weights and biases of the neural network. When the GA was applied, the best weights and biases which improved the performance of the neural network were selected. The combination of the proposed forecasting method along with genetic algorithms presented an outstanding result. The comparison between the result of the proposed technique and the results reported in the literature substantiates the effectiveness of the proposed method.
Through an extensive analysis, it was observed that, in some cases, heuristic models could not completely capture the characteristics of the original time series and, therefore, the residuals became highly correlated. The residuals resulting from the developed neural network prediction method were further analyzed, and it was observed that, in some cases, they demonstrate chaotic behaviour.

To investigate the contribution of the residual analysis in improving the performance of the proposed forecasting method, the obtained residuals were considered as a new chaotic time series and analyzed separately. When the presence of chaos was confirmed in the residual time series, the embedding dimension and the time delay were determined and the phase space points were generated. A new artificial neural network, with $D_1$ input units and $D_1$ output units, was trained and the future values of the residuals were obtained.

To correlate the neural networks’ result values of the time series and the residuals to the original time series, a new neural network was trained. The neural network with two input units and one output unit was trained. The neural networks’ result values of the time series and the residuals were used as input and the original time series as output. To increase the accuracy of the prediction, the residual analysis could be repeated several times. To correlate the neural networks’ result values of the time series and the residuals in various levels to the original time series, a neural network with $M+1$ input units, where $M$ is the level of residual analysis, and one output unit, could be trained. As before, the proposed method was merged with genetic algorithms to improve the forecasting results.

To examine the performance of the proposed method, a feedforward-feedforward configuration was applied to two simulated chaotic systems: Mackey-Glass and Lorenz equations. Also, an Elman-NARX configuration was applied to the Mackey-Glass and
Lorenz equations and to one real life time series, sunspot time series. Despite its simplicity in implementation, the proposed model exhibited a superior performance in prediction of chaotic time series when compared with the results reported in the literature.

Taguchi’s design of experiments as an efficient approach to identify appropriate factor-level combinations was utilized to improve the result of the proposed forecasting method. A systematic approach was introduced using Taguchi’s design of experiments to improve the combination selection of ensemble artificial neural networks and their parameters. The method was applied to two benchmarking time series, the Mackey-Glass and Lorenz, and two real life chaotic time series, namely, sunspot and far-infrared NH3 laser time series. The conclusion of Taguchi’s DOE for all four time series revealed that among eight selected factors, Tier Neural Network Architecture, Final Neural Network Architecture, Tier Network Training Method and Final Network Training Method showed importance and their selected levels were Elman, NARX, traindx and trainlm. The experimental results confirmed that the selected levels identified by Taguchi’s DOE improved the performance of the proposed forecasting method when compared with the same method using arbitrary selection of artificial neural network architectures and parameters or other existing forecasting methods in the literature.

The proposed forecasting method was applied to financial markets, namely, stock markets and exchange rate. The daily price of British Airlines, Southwest Airlines, Ryanair Holdings and Lucent Inc. and two exchange rates, namely, EUR/USD and USD/JPY were analyzed and predicted. In all the numerical experiments, the proposed forecasting method based on improved Elman-NARX configuration using Taguchi’s DOE and GA showed better performance compared to the results reported in the literature.
8.2 Contributions

The main objective of this research work was to develop an easy-to-use, effective and practical method to forecast chaotic time series. This goal was achieved by proposing an easy-to-use forecasting method which exhibits superior performance when compared with other forecasting methods in the literature.

The following represents the contribution of this research work:

- After extensive review of the literature, it was noted that none of the existing approaches makes full use of the precise definition of chaos theory, which requires a single phase space point as input and a single phase space point as output. Therefore, the precise definition of chaos theory and the embedding theorem was adopted to develop an effective forecasting method. This version of the proposed forecasting method showed better performance when compared with similar methods in the literature.

- A thorough analysis of residuals was conducted to investigate the characteristics of the residuals. The investigation demonstrated that chaos was present in some of the test problems. Therefore, the method was further enhanced by incorporating the residual analysis into the proposed forecasting method.

- Several neural network architectures were utilized in this study, and the impact of the various architectures on the efficiency and effectiveness of the proposed forecasting method was examined. The main application of artificial neural networks is to estimate the unknown underlying function governing the system under study and capture the relationships among the given data. Feedforward neural networks from a static category and Elman and NARX neural networks
from a dynamic category were selected for the analysis. It was concluded that the
dynamic architectures in the proposed configuration perform better compared to
the static neural networks.

- In this study, genetic algorithms have been adopted to select the initial weights
and biases of artificial neural networks to improve the performance of the
networks. The numerical examples substantiated that genetic algorithms can
enhance the effectiveness of the proposed forecasting method by selecting proper
initial weights and biases for the selected artificial neural networks.

- Several configurations and parameters are involved in the structure of the
proposed forecasting method. Design of experiments (DOE) is a well-known
method to select a proper combination of the parameters to optimize the result.
Taguchi’s DOE, as an efficient method in selecting appropriate factor-level
combination was adopted to improve the performance of the proposed method.
A systematic approach based on Taguchi’s DOE was introduced to facilitate the
combination selection of the ensemble artificial neural networks and their
parameters. The numerical examples demonstrated that the improved forecasting
method using Taguchi’s DOE performs better when compared with the same
method using an arbitrary selection of artificial neural network architectures and
parameters or other existing forecasting methods in the literature.

- Several benchmarking and a couple of real life chaotic time series are selected for
numerical experiments. An extensive literature review was performed to compare
the performance of the proposed forecasting method with the various forecasting
models in the literature. The comparison between the results obtained in this study
and the results reported in the literature established the superiority and effectiveness of the proposed forecasting method.

- Stock markets and exchange rate markets are the essential and important parts of the global economics. The existence of chaos has been observed in both markets. Forecasting the future of these markets can facilitate planning and decision making in these areas and reduce the associated risks. The forecasting method proposed in this research was applied to both stock markets and foreign exchange rates. The obtained results confirmed that the proposed forecasting method is an easy-to-use, effective and practical method to forecast the future of stock markets and the exchange rate markets.

8.3 Future work

This dissertation presented an original method to forecast chaotic time series more effectively and accurately. The results of the numerical experiments confirmed that the proposed method performed better than other forecasting models in the literature in the investigated areas. However, to further improve the quality of the current study, the followings can be investigated as an extension to this research work.

- In this study, only two levels of residual analysis were examined. In all examined numerical experiments, two levels of residual analysis delivered better performance when compared with the results presented in the literature. In future work, this can be extended to more levels of residual analysis to increase the accuracy of forecasting.
• Application of chaos theory has been observed in many fields such as communications, ecology, international relations, medicine, hydrological field, supply chain management and financial markets. In this study, the proposed forecasting method was applied to some benchmarking and real life chaotic time series. Also, in financial section, the developed forecasting method was applied to stock markets and foreign exchange rates. This can be extended in future work to other fields such as supply chain management, product design, inventory management and demand forecasting.

• There are several factors and parameters involved in the design of the proposed forecasting method. These factors consist of the neural network architecture, neural network parameters, embedding parameters and genetic algorithm parameters. In the current study, Taguchi’s design of experiments was employed to improve the performance of the proposed forecasting method by selecting the appropriate level of the involved factors. Among all the involved factors and parameters, only the impact of the neural network architecture, transfer function, and training method in two levels were studied in this research. The impact of other factors can be investigated and more levels can be selected for the factors.

• The forecasting method developed in this study has been applied to stock market and exchange rate data. In future work, the proposed forecasting method can be utilized in loss and profit analysis and portfolio management.

• In the current study, the number of training and test data are selected according to the literature to be able to compare the performance of the proposed method with the results reported in the literature. In future work, the optimum proportion of
training and test data can be determined. Also, in the proposed method, the trained neural network is used to forecast all the test data. An investigation can be conducted to determine when the forecasting performance drops and the neural networks require re-training.

- The validity of the proposed can be tested on other types of time series such as deterministic, stationary, non-stationary, seasonal, stochastic and other.

- In the current study, only univariate chaotic time series are analyzed. The application of the proposed forecasting method can be extended to multivariate chaotic time series.

- The current research work is applied to forecast one step ahead of chaotic time series. The performance of the proposed forecasting method for long term prediction of chaotic time series can be investigated.
Appendix A – A Numerical Example for Chaos Theory and Embedding Theorem

As a numerical example to explain chaos theory and Taken’s embedding theorem, the Lorenz time series is analyzed. The Lorenz system is a simplified version of Navier-Stokes equations which are used in fluid mechanics. Based on Sprott [171], the original state of the Lorenz system is defined in a 3-dimensional space. The states of the Lorenz system are $s_1$, “the speed of rotation”, $s_2$, “the temperature difference between the rising and falling fluids” and $s_3$, “the distortion from linearity of the vertical temperature profile” [171]. The original state of Lorenz system can be described as $s(t) = [s_1(t), s_2(t), s_3(t)]$. Figure A.1 exhibits the original states of Lorenz system, $s(t)$.

![Figure A.1 The original states of Lorenz system.](image)
In real life, the state of a chaotic time series, \( s(t) \), is not known. Although chaotic systems are deterministic, we may not be able to determine the governing equations. However, we can observe or measure some scalar values from a chaotic system. Chaos theory and Takens’ embedding theorem claim that these scalar values, \( x(t) \), can reconstruct the state of the original system, \( s(t) \), if the time delay \( T \) and the embedding dimension \( D \) are properly determined [20].

Based on chaos theory and Taken’s embedding theorem, if a single measurement such as the temperature difference is observed from the Lorenz system, then with the time delay and the embedding dimension, the observed time series can be embedded in a phase space which reflects the characteristics of the original system, \( s(t) \). Now it is required to determine the time delay \( T \) and the embedding dimension \( D \) using the methods explained in Sections 3.2.4 and 3.2.5. The time delay and the embedding dimension for the Lorenz system are determined, \( T = 3 \) and \( D = 3 \). Based on the conditions set in Section 5.2.2, the first 11 data points \{ \( x(1), x(2), ..., x(11) \} \) from the Lorenz time series are \{8.6927, 9.2594, 9.8433, 10.4384, 11.0369, 11.6293, 12.2042, 12.7485, 13.2480, 13.6873, 14.0513\}. Based on Section 3.2.3, the general phase space point for a system with \( T = 3 \) and \( D = 3 \) will be \( Y(t) = [x(t), x(t+T), x(t+2T)] \). Accordingly, \( Y(1) = [x(1), x(4), x(7)] \) or \( Y(1) = [8.6927, 10.4384, 12.2042] \) and similarly \( Y(2) = [9.2594, 11.0369, 12.7485], Y(3) = [9.8433, 11.6293, 13.2480], Y(4) = [10.4384, 12.2042, 13.6873], \) and \( Y(5) = [11.0369, 12.7485, 14.0513] \). Figure A.2 shows the attractor of the observed samples when reconstructed into the phase space points. Comparing Figures A.1 and A.2, it can be concluded that the embedding phase space points in Figure A.2 reflect the characteristics of the Lorenz system presented in Figure A.1.
Figure A.2 Lorenz time series reconstructed into the phase space points with $T = 3$ and $D = 3$. 
Appendix B – A Numerical Example to Detect the Existence of Chaos

Four methods are introduced in Section 3.2.2 to determine the presence of chaos in a given time series. In this section, the Henon time series which has been used in the literature as a benchmark time series is selected to demonstrate how the existence of chaos can be detected in a given time series. The details of the Henon time series are given in Section 4.2.3. The Henon time series with 1000 data points is shown in Figure B.1.

Figure B.1 Henon chaotic time series with 1000 data points.

The first method which is utilized to investigate the existence of chaos is Fourier transform or a power spectrum plot. As highlighted in Section 3.2.2, the spectrum for chaotic time series will be broadband with a broad peak. Figure B.2 is a power spectrum plot for the Henon time series. Figure B.2 confirms the presence of chaos in the Henon time series as the power spectrum is broadband with a broad peak.
The second technique to identify the characteristic of a time series is the Lyapunov exponent method. The slope of the linear portion of the largest Lyapunov exponent graph, prediction error versus length of prediction, gives an estimate of the largest Lyapunov exponent [10,13]. The function `largelyap` in TSTOOL [190], which is an algorithm based on the work by Wolf et al. [161] is used to generate Figure B.3. Figure B.3 shows the largest Lyapunov exponent plot for the Henon time series. The slope of the linear portion of Figure B.3 is 5.74. The positive value of the largest Lyapunov exponent exhibits an exponential divergence of the trajectories and consequently the presence of chaos in the Henon time series.

The next method to identify the nature of a time series is the Hurst exponent. As mentioned in Section 3.2.2, the Hurst exponent values between 0 and 0.5 and 0.5 and 1 show chaotic behaviour. The Hurst value for the Henon time series is calculated based on the formulations in Section 3.2.2. The $H = 0.3313$ is determined for the Henon time series which proves the presence of chaos with limited predictability.
The final method to analyze a given time series is fractal dimension. The fractal dimension for the Henon time series is determined using function `takens_estimator` in TSTOOL [190], which is an algorithm based on the work by Hilborn [175]. The fractal dimension for the Henon time series is 1.2958 which is not an integer value and confirms dynamical behaviour in this time series.

Figure B.3 The largest Lyapunov exponent plot for Henon time series.
Appendix C – A Numerical Example to Determine Embedding Parameters

To use Taken’s [20] embedding theorem, it is essential to calculate embedding parameters, namely, time delay and embedding dimension. The formulations presented in Section 3.2.4 and 3.2.5 and TSTOOL [190], an add-on toolbox for MATLAB [191] are utilized to determine $T$ and $D$.

As mentioned in Section 3.2.4, average mutual information is a suitable method to identify the time delay for a given chaotic time series. The function $amutual$ in TSTOOL [190], which is an algorithm based on the work by Abarbanel [62] is used to generate Figure C.1. Time delay for the Henon time series based on the average mutual information graph in Figure C.1 is $T = 1$.

![Figure C.1](image.png) Average mutual information graph for Henon time series.
The next step after selecting the time delay is to determine the embedding dimension. The embedding dimension for the Henon time series is determined using function $cao$ in TSTOOL [190], which is an algorithm based on Cao’s method [176]. Based on the graph generated using Cao’s method shown in Figure C.2, there is a kink at 2. Therefore, for the Henon time series the embedding dimension is $D = 2$.

![Cao's graph to identify embedding dimension for Henon time series](image)

**Figure C.2** Cao’s graph to identify embedding dimension for Henon time series.

When the presence of chaos is identified in a time series and embedding parameters are determined, the time series is reconstructed into the phase space points. Using time delay $T = 1$ and embedding dimension $D = 2$, the Henon time series is reconstructed into the phase space points. Figure C.3 shows the Henon time series in the phase space domain.
Figure C.3 Henon time series in phase space domain.
Appendix D – Regression Analysis for Artificial Neural Networks

This Appendix exhibits the regression analysis between the network response and the corresponding targets for the feedforward and the Elman neural network in the presented numerical analysis in Chapter 4. MATLAB [191] is used to perform the analysis.

Figure D.1 shows the regression analysis between the feedforward network response and the corresponding targets when applied to the Mackey-Glass time series. Correlation coefficient between the outputs and targets (R value) is 0.9986 which proves a high correlation between the results of the feedforward neural network and the targets.

![Outputs vs. Targets, R=0.99866](image)

**Figure D.1** The regression analysis between the feedforward network response and the corresponding targets when applied to Mackey-Glass time series.
Table D.1 shows the regression analysis for the Elman and the feedforward neural network responses when applied to the Mackey-Glass, Logistic and Henon time series. In all the analysis, the correlation coefficients (R values) show a high correlation between the results of the neural networks and the targets.

Table D.1 The regression analysis between the proposed Elman and feedforward neural network response and the corresponding targets when applied to Mackey-Glass, Logistic and Henon time series.

<table>
<thead>
<tr>
<th>The Proposed Method</th>
<th>Slope of the Linear Regression</th>
<th>Intercept of the Linear Regression</th>
<th>R-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mackey-Glass - FFNN</td>
<td>1.00</td>
<td>0.00170</td>
<td>0.99866</td>
</tr>
<tr>
<td>Mackey-Glass - Elman</td>
<td>1.00</td>
<td>0.00068</td>
<td>0.99960</td>
</tr>
<tr>
<td>Logistic - FFNN</td>
<td>1.00</td>
<td>0.00019</td>
<td>0.99993</td>
</tr>
<tr>
<td>Logistic - Elman</td>
<td>1.00</td>
<td>0.00011</td>
<td>0.99999</td>
</tr>
<tr>
<td>Henon - FFNN</td>
<td>0.99</td>
<td>0.00280</td>
<td>0.99928</td>
</tr>
<tr>
<td>Henon - Elman</td>
<td>1.00</td>
<td>0.00150</td>
<td>0.99992</td>
</tr>
</tbody>
</table>
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