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In this study, a new bone remodeling model which combines mechanical loading and bone metabolism factors is used to predict the evolution of bone density after Total Knee Arthroplasty (TKA). A 3D finite element (FE) model of the distal femoral bone, coupled with a new thermodynamic-based theory (BRT), was developed in ANSYS. An axial load of 3000N was applied to the FE model, and the bone density distribution in the femoral bone was calculated. The results were then compared with those obtained from the strain energy density (SED) model and the clinical observations. This comparison showed that the bone density distribution predicted by the thermodynamic-based model before and after TKA is consistent with the structure of the distal femur obtained from X-rays. Furthermore, the predicted bone density distribution using BRT showed a gradual and uniform evolution contrary to the SED model, where there is no gradual bone density evolution.
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CHAPTER 1 INTRODUCTION

1.1 Background
Bone is a remarkable material having unique material properties and has, like almost all biological tissue, the ability to repair itself and adapts to its mechanical environment by biological remodeling and turnover. With aging, disuse or after prosthesis implantation, bone tissue will resorb, resulting in substantial loss of tissue stiffness and strength [1]. Therefore, it is important to predict this bone resorption after any surgical procedure to avoid a possible revision surgery or the fracture of the femur.

The primary function of the skeletal system is to provide force and motion for mobility in daily living, as well as to protect the vital organs. As bones break, joints wear out and disease may independently make skeletal elements fail, deep understanding of bone remodeling is a key factor to find the optimum way to restore the normal function of the bone by selecting the appropriate design [2]. Abnormal loading and trauma that produces one-time loads that exceed the strength of the bone may lead to bones fracture. Sometimes, cyclic loading is the cause of fracture though the loads never exceed the ultimate strength of the bone. That is because the bone has not yet adapted to increased activity. Bone fracture may also happen under normal loads if the strength of the bone has decreased due to bone tumors or diseases such as osteoporosis. Bone remodeling takes place when loads on the bones are increased or decreased. When loads on the bone are reduced, e.g., prolonged bed rest or during space flight, the ability of the bone to sustain normal loads decreases. Also, in the presence of an implant, the loading on the bone may be decreased. Therefore, bone tissue adapts its geometry and material properties to a smaller portion of the bone and, as a result, again the sustainability of normal loads of the bone will be decreased [1].

The bone remodeling process has attracted the attention of researchers since the bone functional adaptation law proposed by Wolf in the 19th century. It is a coupled process in which old bone is removed (resorption) and new bone is formed in place. Remodeling enables the bone to meet the mechanical demands placed on it [3, 4]. The process begins at an inactive bone surface with bone resorbing cells called osteoclasts. After resorptive process, bone forming cells, called osteoblasts, appear at the same surface and then new bone is formed by them [5] (Fig. 1.1).
Total joint arthroplasty (TJA) changes mechanical loading of the joint. As it mentioned before, bone around the TJA adjusts its density and structure to converge new mechanical demands. Most researchers believe that there is a big decrease in bone mineral density (BMD), adjacent to the implant after TJA. Stress shielding and wear are the main reasons of the prosthesis-related bone loss [6, 7]. Among them, stress shielding, which is a mechanical phenomenon happening in structures including stiff and more flexible materials, is considered as the main reason for loosening implants in TJA [8]. According to this phenomenon, if load is applied to the bone, it grows more tissue in the loaded places; as a result bone becomes stronger to sustain the increased load. On the other hand, in places with decreased load the skeleton makes only so much bone that is necessary to bear the decreased load. Therefore, the bone in this area is weaker [9]. As the bone bears diminished load in the presence of the implant than it borne before surgery, it adjusts itself to the new mechanical situation by diminishing its density [10]. The foregoing bone remodeling process shows living bone tissue tendency of resorption when they are not used.

Implant loosening is created by the loss of surrounding bone tissue causing interface micromotions [11, 12]. Due to stress shielding, osteolysis does not end and bone loss continues; as the bone density decreases, the relative strength of the implant material increases causing the
implant to sustain more load, thereby more decomposing the bone tissue [1]. This cycle of bone loss leads to patient pain and as a result revision surgery. Knee implant involve two bones – distal femur (the bottom end of the femur), and proximal tibia (the upper end of the tibia). It has three components; femoral, tibial, and patellar components (Fig. 1.2).

![Knee implant components](image)

**Fig. 1.2: Knee implant components [13]**

Femoral component has a convex shape which is a large plate bent to help the curvatures of the femoral condyles (located at distal femur) (Fig. 1.2). This plate is often fabricated from Cobalt-Chromium (CoCr) alloy. The tibial component is a plate made of ultra high molecular weight polyethylene (UHMWPE). This plate is enclosed in a stemmed metallic back-up which is often made of Titanium. Patellar component is fabricated from polyethylene which have a metallic back-up as well (Fig. 1.2). Many different factors contribute to osteolysis after knee arthroplasty [14, 15, 16], but stress shielding has a prominent role in osteolysis in the distal femur [9, 17, 18] and proximal tibia [19, 20].

An enormous number of items play an important role in bone remodeling, such as gender, age, diseases and the individual metabolism [17]. These items make this phenomenon too complex. Therefore, this study will focus on bone’s internal structural changes in reply to an alteration in the mechanical and biochemical environments.

As mentioned above, in the presence of implant, bone remodeling should be paid extra attention in clinical and design processes of implant environments. The relationship between bone
structure and mechanical forces has been explained by several models that may be categorized in three groups: mechanical, mechanobiological, and biochemical models [21].

In mechanical models, it is assumed that the bone structure relates to mechanical loads. Although these models were able to predict changes in the bone structure, they have limited the stimuli that cause changes in the bone structure to mechanical stimuli such as stress, strain and strain energy density [22]. Also, these models consider just the geometry and material properties of the bone and prosthesis to achieve a quantitative prediction of bone structure after implantation relative to intact bone [11].

Mechanobiological approach to bone form and function was proposed first by Frost [23]. According to this model, there is a *minimum effective strain* (MES) that is considered as a very low level of strain. Strains under the MES would make bone cells resorption and strains over the MES would prevent the resorption. During normal activities, strains would not exceed the MES and bone structure does not need to adjust strains smaller than MES [24].

The biochemical bone remodeling models are based on the osteoclasts and osteoblasts activities. In these models, some hormones are considered as stimuli for bone resorption and formation. Also, receptor activator of proteins and genes has a very important role in bone remodeling. Although these models consider metabolic factors as chemical stimuli, which are very important to improve the understanding of bone remodeling, the key role of mechanical stimuli has not been taken into account [21].

Recently, a thermodynamic-based model for bone remodeling has been proposed by Bougherara *et al.* [21]. This model is based on irreversible thermodynamics principles, in which the mechanical factors are linked to the bone-metabolism. As this model is cell-based, it provides better understanding of bone resorption and formation at the cellular level and also gives some insights into bone diseases such as bone tumours, osteoporosis, and osteopenia and so on. Practically, this thermodynamic-based model will be used to predict the evolution of bone density after knee arthroplasty in order to improve the overall design of knee implants.
The main objective of this study is to predict the evolution of bone density in a simulated distal femoral bone before and after total knee arthroplasty (TKA) using the thermodynamic-based model of bone remodeling, and compare the results of the numerical simulations to clinical data. The model will also be compared to the classical bone remodeling theory that uses the strain energy density to predict bone loss.

1.2 Motivation
Osteoarthritis and related conditions represent a large group of diseases affecting the joints, ligaments, tendons, bones and other constituents of the musculoskeletal system. These conditions are highly common and are the main causes of morbidity, disability, and health care utilization. As a treatment for arthritis, knee replacements have been showing great success in relieving pain, increasing independency in patients who do not respond to non-surgical therapies, and the procedures are cost effective. According to statistics, the number of knee replacements in 2006-2007 increased by 140% since 1996-1997 (15,829) with a 9% increase compared to the previous year (2005-2006). As the stress field on the surrounding bone is affected by implanted prosthesis, understanding of the relationship between mechanical forces and bone remodeling is important for improving existing prostheses and developing new ones [25].

1.2.1 Arthritis in Canada
In 2005-2006, surgeons were asked to record the most accountable diagnosis applicable to patients for primary knee replacements. Degenerative osteoarthritis was indicated as the most commonly reported responsible diagnosis (93%) followed by inflammatory arthritis (4%) and post-traumatic osteoarthritis (2%). Although degenerative osteoarthritis is determined as the main diagnosis in all age groups, the distribution of the other diagnoses between various age groups is significantly variable. As Fig. 1.3 depicts, degenerative osteoarthritis and inflammatory arthritis has the highest proportion for patients who were 65 to 74 years; post-traumatic has the highest proportion for patients who were 55 to 64 years old; and osteonecrosis has the highest proportion for patients who were 75 to 84 years old [26].
1.2.2 Joint replacement in Canada

Knee replacement hospitalizations in Canada have been growing between the fiscal years 1995-1996 and 2006-2007 as Fig. 1.4 depicts. There were 62,196 hospitalizations for hip and knee replacements in Canada, not including Quebec, in 2006-2007, showing a 10-year increase of 101% from 31,043 procedures in 1996-1997 and a one-year increase of 6% from 58,470 procedure in 2005-2006. This one-year increase is less than that observed in the previous year (2005-2006), where the one-year increase was 17%. In 1996-1997, the number of knee replacement slightly exceeded the number of hip replacements in Canada, not including Quebec (15,829 versus 15,214 surgeries, respectively). Since then, the number of knee replacement has increased at a pace greater than that of hip replacements. In 2006-2007, there were 37,943 hospitalizations for knee replacements. The number of knee replacements in 2006-2007 increased by 140% since 1996-1997 (15,829) with a 9% increase compared to the previous year (2005-2006), showing the importance of improvement in implants [26].
1.2.3 Primary versus revision surgeries

Fig. 1.5 indicates among the knee replacements reported in CJRR for 2006-2007, 93.7% of them involved primary operations and 6.3% of them involved revisions.
1.3 Knee joint

1.3.1 Knee anatomy

First, some common anatomic terms are going to be defined as they relate to the knee. Many parts of the skeleton are exactly alike. So it is common to determine parts of the skeleton using clause that define where the part is in relation to an imaginary line drawn through the middle of the body. For instance, medial means closer to the midline. Therefore, the medial side of the knee is the side that is closest to the other knee and the lateral side is the side that away from the other knee. Likewise, anterior refers to the front of the knee and posterior refers to the back of the knee (Fig. 1.6) [27].

![Fig. 1.6: Right knee [27]](image)

The knee joint is a bicondylar articulation in which two important bones meet each other; the femur (the thighbone) and the tibia (the shinbone), and allows them to rotate, twist, and slide relative to one another [28, 29]. The patella or kneecap, which is the third bone in the knee joint, sits in front of the knee as Fig. 1.7 depicts [30].

![Fig. 1.7: Knee joint from three different views [30]](image)
As the knee joint is lubricated by a fluid called *synovial fluid*, it is considered as a *synovial joint* (Fig. 1.8).

![Fig. 1.8: Synovial Joint of the Knee](30)

1.3.2 **Bone composition**

Bone has four main functions: provide force and motion for mobility and take care of the functions of daily living; protect the vital organs such as the brain, heart, Spinal cord, and lungs; act as a mineral bank, especially for calcium and phosphorous; and provide sites for the formation of red blood cells, a process known as hematopoiesis.

Bone tissue is a hierarchical composite at many levels. At the lowest level (~0.1 micron scale), it is a composite of mineralized collagen fibrils. At the highest hierarchical level (1-2 mm), there are two types of bone: (1) *cortical* bone which comes as tightly packed lamellar, Haversian, laminar, or woven bone; and (2) *trabecular* bone, which is a highly porous cellular solid. Cortical, or compact bone, is the densest bone in the skeleton. Cancellous bone, or trabecular or spongy bone, is much less dense than cortical bone. Spongy bone tissue makes up most of the bone tissue of short, flat, and irregularly shaped bones. It also forms most of the epiphyses of long bones and a narrow rim around the modularly cavity of the diaphysis of long bones. Spongy bone tissue is different from compact bone tissue in two respects. First, spongy bone tissue is light, which reduces the overall weight of a bone so that it moves more readily when pulled by a skeletal muscle. Second, the trabeculae of spongy bone tissue support and protect the red bone marrow. Compact bone tissue is arranged in units called *osteons* or *haversian systems*.
contrast to compact bone tissue, spongy bone tissue does not contain osteons [31]. Figure 1.9 depicts a diagram of the two types of bone.

![Partially sectioned femur](image)

**Fig. 1.9: Partially sectioned femur [31].**

*Volume fraction* is the ratio of the volume of actual bone tissue to the bulk volume of the specimen, which includes the volume associated with the vascular pore spaces, but ignores the presence of lacunae and canaliculi. While the volume fraction of cortical bone is greater than about 0.7, the trabecular bone has a volume fraction rarely greater than about 0.6.

Both cortical and trabecular tissues are porous. Porosity of adult human femoral cortical bone, for example, can vary from as low as 5 percent at age 20 up to almost 30 percent at age 80. Porosity of trabecular bone varies from about 50 percent in the young adult femoral head up to about 95 percent in the elderly vertebra.

A variety of measures are used to describe bone density. The most common ones are tissue density and apparent density, which can be obtained for hydrated, dehydrated, or deorganified bone. Tissue density, $\rho_{\text{tiss}}$, is defined as the ratio of mass to volume of the actual bone tissue, not including any vascular porosity. It is similar for hydrated cortical and trabecular bone, varies little, and is about 2.0 g/cm$^3$. Apparent density, $\rho_{\text{app}}$, is defined as the ratio of the mass of bone tissue to the bulk volume of the specimen, including the volume associated with the vascular pore spaces. The apparent density of cortical bone is about 1.85 g/cm$^3$ and varies little from site
to site. In contrast, the average apparent density of trabecular bone depends greatly on anatomic site. It is as low as 0.1 g/cm$^3$ for the elderly spine, about 0.3 g/cm$^3$ for the human tibia, and up to about 0.5 g/cm$^3$ for the load-bearing portions of the proximal femur [1].

1.3.3 Cortical bone properties

Cortical, or compact bone, is the densest bone in the skeleton. The diaphysis, or central shaft, of a long bone such as the femur or tibia is made of cortical bone. The longitudinal axis is generally aligned with the diaphyseal axis of long bones. Cortical bone is both stronger and stiffer when loaded in the longitudinal direction, compared with the radial or circumferential directions. This structure efficiently resists the largely uniaxial stresses that develop along the diaphyseal axis during habitual activities such as walking and running.

There is a preferred orientation in the microstructure of bone. In cortical bone, the preferred orientation is determined by the generally parallel assembly of the osteons, whereas in trabecular bone it is determined by a predominant alignment of the plates and rods. As result of this orientation, bone is an anisotropic material. Many biological materials are orthotropic, for which the material behaviour can be described with reference to three mutually perpendicular material axes (principal material axes) at each point. If there is symmetry about any one of the principal material coordinate axes, then the other two axes can be interchanged, and isotropy exists in the corresponding plane of these axes. This is called transverse isotropy, since the “transverse” plane is isotropic. Adult human cortical bone, for example, is often considered to be transversely isotropic due to the longitudinal orientation of the osteons which is aligned with the long bones axes. Therefore in the diaphyseal direction, cortical bone is stiffer compared with radial directions [1].

According to Reilly and Burstein [32], a total of five independent material constants are required to describe the transversely isotropic elastic properties of cortical bone (Table 1.1). Also, the longitudinal Young’s modulus of human cortical bone is in the range of about 10-22 GPa.
Table 1.1: Average Anisotropic Elastic Properties of Human Femoral Cortical Bone [32]

<table>
<thead>
<tr>
<th>Cortical elastic properties</th>
<th>Average value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal modulus (MPa)</td>
<td>17000</td>
</tr>
<tr>
<td>Transverse modulus (MPa)</td>
<td>17000</td>
</tr>
<tr>
<td>Shear modulus (MPa)</td>
<td>3300</td>
</tr>
<tr>
<td>Longitudinal Poisson’s ratio</td>
<td>0.46</td>
</tr>
<tr>
<td>Transverse Poisson’s Ratio</td>
<td>0.58</td>
</tr>
</tbody>
</table>

1.3.4 Trabecular bone properties

From a biomechanical perspective, the most important microstructural parameter for trabecular bone is its apparent density, in contrast to the tissue density of the individual trabeculae.

The compressive stress-strain behaviour of trabecular bone (Fig. 1.10) is typical of a class of porous materials called cellular solids. It displays an approximately linearly elastic region followed by a local peak, and then a strain-softening or plateau region of near constant stress with increasing strain. Tensile behaviour is much more brittle, with fracture occurring at relatively low strains. Most importantly, for trabecular bone, the stiffness and strength depend on its apparent density and can vary by two orders of magnitude within the same metaphyseal region [33].

Because of the large variation in apparent density for trabecular bone (Table 1.2) its mechanical properties cannot generally be described by average values. This makes analysis of structural problems with trabecular bone more difficult than those for cortical bone, since it is usually necessary to account for variations in apparent density within a region of trabecular bone. However it should be realized that there are substantial variations in the mechanical properties of
trabecular bone across anatomic sites, and efforts should be made to use site-specific average values if available. Table 1.2 gives such properties for the tibia and femur.

Table 1.2: Properties of Bone Cancellous in Proximal Tibia and Distal Femur

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Wet Apparent Density (g/cc)</th>
<th>Modulus (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>Range</td>
</tr>
<tr>
<td>Proximal Tibia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linde et al. [34]</td>
<td>1989</td>
<td>0.29</td>
<td>0.09-0.66</td>
</tr>
<tr>
<td>Ashman et al. [35]</td>
<td>1989</td>
<td>0.26</td>
<td>0.13-0.75</td>
</tr>
<tr>
<td>Distal Femur</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rohlmann et al. [36]</td>
<td>1980</td>
<td>0.5</td>
<td>0.14-1.00</td>
</tr>
</tbody>
</table>

1.3.5 Human gait

The way in which a human moves by foot is called *gait* [37]. Normal gait is a highly complex activity that we learn it naturally and it is the most energy-efficient method that we use to walk [38]. Some mechanical factors such as joint’s loads and orientation during walking may be measured by gait analysis [39]. A gait begins when one foot hits the ground and ends when it hits the ground again (Fig. 1.11).

![Fig. 1.11: The human walk cycle [40]](image)

The gait cycle may be divided into two phases; *stance*, which is 60% of the cycle and begins with the first contact of the heel with the ground, and *swing* which includes 40% of the gait cycle and begins at toe-off. This ratio changes with walking speed [38, 41]. Opposite heel-strike and toe-off occur at 10% and 50% of the cycle. The stance phase may be divided into five subperiods: initial contact, loading response, midstance, terminal stance, and preswing. Also, swing phase may be divided into three subperiods: initial swing, midswing, and terminal swing.
During the gait cycle, there is two periods of *double support* (or *double limb support*) during which the body’s centre of mass is at the lowest level. The foot, during the stance phase, is in contact with the ground and flies during swing phase. Stance phase starts when the foot hits the ground for the first time and the first period of double support is occurred which is called *loading response* during which the shock of impact is absorbed and the body weight is transferred from one leg to the other. The opposite foot aloft and moves behind the knee during *mid-stance* which is approximately 10%-30% into the gait cycle. During 30%-50% into the gait cycle, *terminal stance*, the heel starts rising and the opposite foot hits the ground for the first time. Following terminal stance and during *pre-swing* phase, approximately 50%-60% into the gait cycle, second period of double support is occurred and body weight is transferred to the other leg. The next phase is *initial swing*, 60%-73% into the gait cycle, during which the leg takes off and moves toward the body. During the next phase, *mid-swing* phase which is 73%-87% into the gait cycle, the knee extends and straightens. Finally, swing phase concludes when the foot hits the ground for the second time [37-39, 41, 42].

### 1.3.6 Motion of the knee

One important issue in understanding normal function and the etiology of various joint diseases is the relationship between the loads on a joint and its motion. This is critical in design of total joint replacements, since historical perspective has shown the importance of reproducing the normal relationship between loads and motion to avoid premature loosening of the components or damage to articulating surfaces. The body appears to be conditioned to apply specific muscle forces about a joint for specific kinematic tasks.

If the joint cannot move in its expected path in response to these loads because of some geometric changes in the system (for example, a damaged meniscus at the knee), the resulting motion may be erratic. Conversely, if the expected loads are not supplied for a given kinematic task due to a disruption of the load bearing tissues such as tendons or ligaments about the joint, it may not be possible to complete the task. In either case, pain can result and function is impaired.

The knee joint has six degrees of freedom; three rotation and three translations (Fig. 1.12). If one considers the femur as fixed and the tibia as moving relative to the femur, the clinically apparent rotations are flexion-extension, internal-external rotation and abduction-adduction (also known as varus-valgus motion). Considering the femur fixed and the tibia moving relative to the femur,
the tibia can translate medial-lateral, anterior-posterior, and distal-proximal [43]. Normal knee flexion ranges from zero degrees (full extension) to 160 degrees in a fully flexed knee. Rotation of the femur about the longitudinal tibial axis also occurs. This is greatest when the knee is flexed and least when the knee is in full extension. Injury or disease may result in the loss of ligament function. For example, if the anterior cruciate ligament is ruptured, anterior motion of the proximal tibia with respect to the femur will increase [43].

![Degrees of freedom of the knee](image)

**Fig. 1.12: Degrees of freedom of the knee [43].**

### 1.3.7 Loads and moments

Motion analysis has been used to determine the resultant forces and moments acting across the knee joint. Several studies have been conducted to determine the loads that the knee joint experiences during normal gait [44-47]. The peak axial joint load, which approximates the contact force if soft tissue loading is negligible, has been determined to be three to four times bodyweight during normal gait [38]. Therefore, four times body weight is a commonly used value for the femoral-tibial contact force when designing total knee replacement. Denham and Bishop [48] analyzed static force transmission at the knee to obtain the position of the line of body weight correct orientation of the bones of the knee during its function. With their proposed technique it could be suggested values for different forces acting at the knee.

For different daily activities the forces in the knee joint vary largely. Morrison [49] estimated maximum knee joint compressive forces about 4 to 4.5 times body-weight during daily activities. Kuster et al. [50] calculated knee joint loading during both level and downhill walking (Fig.
1.13. They obtained maximum tibiofemoral compressive force about 3.9 times body-weight (BW) for level walking and 8 times BW for downhill walking during the initial stance phase. According to their estimation, during downhill walking 80% and level walking 70% of the maximum bone-on-bone forces are muscle forces, whereas these values for the ground reaction are only 20% and 30% respectively. These values obtained at 20% knee flexion.

Figure 1.13 depicts the knee joint compressive forces during stance phase in level and downhill walking. The values on the vertical axis are multiples of body-weight (BW) and on the horizontal axis are normalized to 100% of the stance time, meaning heel strike occurs at 0% and toe-off at 100% [50]. Table 1.3 shows reported tibiofemoral joint loads for different daily activities [50].

Since in many previous FEA studies the tibiofemoral axial compressive loads for level walking have been considered 2 to 4 times the body weight (Table 1.3), a 3000 N force is used in this study.
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Activity</th>
<th>Tibiofemoral joint load (body-weight multiples)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ericson and Nisell [51]</td>
<td>Cycling</td>
<td>1.2</td>
</tr>
<tr>
<td>Morrison [47]</td>
<td>Level walking</td>
<td>3.0</td>
</tr>
<tr>
<td>Harrington [51]</td>
<td>Level walking</td>
<td>3.5</td>
</tr>
<tr>
<td>Kuster [50]</td>
<td>Level walking</td>
<td>3.9</td>
</tr>
<tr>
<td>Collins [52]</td>
<td>Level walking</td>
<td>3.9 to 6.0</td>
</tr>
<tr>
<td>Morrison [49]</td>
<td>Downstairs walking</td>
<td>3.8</td>
</tr>
<tr>
<td>Andriacchi [53]</td>
<td>Downstairs walking</td>
<td>6</td>
</tr>
<tr>
<td>Morrison [49]</td>
<td>Downhill walking</td>
<td>4.5</td>
</tr>
<tr>
<td>Kuster [50]</td>
<td>Downhill walking</td>
<td>8</td>
</tr>
<tr>
<td>Ellis [54]</td>
<td>Rising from chair</td>
<td>3.2</td>
</tr>
<tr>
<td>Nisell [55]</td>
<td>Isokinetic knee extension at 30°/sec</td>
<td>9</td>
</tr>
<tr>
<td>Dahlkvist [56]</td>
<td>Squat descent</td>
<td>5.6</td>
</tr>
<tr>
<td>Collins [57]</td>
<td>Weightlifting (120kg)</td>
<td>Up to 24</td>
</tr>
</tbody>
</table>

1.4 Knee replacement

In knee replacements, the goal is to create a bone-implant system that provides normal function for the life of the patient. In knee joints, the problem of providing normal function is somewhat more complex than in hip, because soft tissues provide most of the kinematic constraint. If both contacting surfaces are replaced, knee design is total joint replacement. Most designs are tricompartmental. That is, the surfaces of the tibia, femur, and patella are all replaced. In this chapter knee replacement, their failure and a description of bone loss will be discussed.

Surgeons with some years of experience have noticed that fashion tends to repeat itself. For example, in the early years (1970 to 1974), a range of prostheses (unicondylar, bicondylar, and hinged) were used, depending on the preoperative condition and deformity. For a while these
prostheses didn’t use, due to their failure, and tricondylar resurfacing prostheses were in vogue for virtually all procedures. In recent years, successful results have been obtained with unicondylar prostheses in selected patients, and both constrained and hinged prostheses have found a place in the surgical armamentarium for revision and complex primary surgery. Therefore, at this important time in the field of Total Knee Replacement (TKR), as the original pioneers are succeeded by the next generation of surgeons, change should only be included once three criteria have been met: first, a problem that needs a solution should exist; second, the solution should be based on solid basic science research; and finally, the clinical results should be documented by the innovator and others. Therefore, to help guide this pursuit of continuing improvement in Total Knee Arthroplasty (TKA), it is useful to look at what has worked and what has not worked in the past [58].

1.4.1 A history of knee replacement

According to Insall and Clarke, the first improvement in knee joint function by modifying the articular surfaces occurred in 19th century. In 1860, Verneuil introduced the concept of interposition of soft tissue to recover the articular surface of a joint. Pig bladder, nylon, fascia lata, prepatellar bursa, and cellophane were some of the materials used for this purpose [58]. As the results were not good, Ferguson [59] resected the entire knee joint. While the patients enjoyed good motion by removing more bone, spontaneous fusion often resulted by less bone resection. The results of this procedure were sufficiently poor to discourage anything more than occasional attempts in severe cases [58]. In 1940, Campbell [60] used a metallic interposition femoral mold for the first time and the result was relative success. Similar type of arthroplasty was used by Speed and Trout [61] in 1949 and by Miller and Friedman [62] in 1952, but the results were not very good. In 1958, Macintosh [63] inserted acrylic tibial plateau prosthesis into the affected side to correct deformity, restore stability, and relieve pain. McKeever [64, 65, 66] used later version of this prosthesis, which was made of metal and showed considerably more success and was extensively used, particularly in patients with rheumatoid arthritis. After that, Gunston [67] stepped further and used polycentric prosthesis which was the first cemented surface arthroplasty of the knee. He substituted metallic runners embedded in the femoral condyles that articulated against polyethylene attached to the tibial plateau rather than using a simple metal disk interposed within the joint. Parallel to the improvement of interposition and surface replacement, the hinged prosthesis made of metal was developed in 1951 [58]. Early
results were promising, but failures soon appeared as a result of component loosening. McKeever prostheses continued to be implanted in less involved knees, but follow-up showed only 60% good midterm results in the rheumatoid patient [68]. Shiers [69] also described a hinged prosthesis with very simple mechanical characteristics. Technically, a hinged prosthesis is self-aligning and self-stabilizing. Therefore, all the ligaments and other soft-tissue constraints can be eliminated. This makes it considerable appeal [58].

Knee designs can be categorized in several ways. For example, Bartel et al. [1] categorized the designs to bicondylar and unicompartmental. In bicondylar designs the surfaces of the tibia, femur, and patella are all replaced, whereas in unicompartmental designs only one compartment of the joint (lateral or medial) is affected. Therefore, only surfaces of the femoral condyle and the tibial plateau in the affected compartment are replaced. Insall and Clarke [58] categorized the prosthesis design to surface replacement and constrained design. They subdivided the surface replacement designs to unicompartmental and bicondylar designs. Bicondylar may be further subdivided to cruciate retaining, cruciate excising, or cruciate substituting. Constrained prostheses, also, can be subdivided to hinged and unlinked. Figure 1.14 depicts some of the early knee implant designs.

In the late 1960s, knee implant designs were categorized to anatomical and functional [66]. Functional called for sacrifice of both cruciate ligaments (PCL and ACL), whereas the anatomical allowed their preservation. In fact, “Functional designs permitted nonanatomical joint surface geometries intended to maximize surface area and reduce polyethylene stress [70]”. Anatomical and functional designs can be subdivided into fixed and rotating platform (or mobile-bearing). During walking, in the fixed knee implant designs, femoral component articulates across a plastic tibial surface, whereas in the mobile-bearing designs both the femoral and tibia components are in motion [66].

Freeman and Swanson used the first functional cemented condylar total knee in the late 1960s [71, 72]. Following that, in 1971, “the first cemented bicondylar knee design preserving the cruciate ligaments [70]” was invented.
Two years later, in 1973, another innovation to knee implant design was introduced. This functional model was called Eftekhar Mark II [66]. In the same year, Total Condylar (TC) knee was created by Robinson as “the first truly successful and widely used functionally designed cruciate-sacrificing implant [70]”, but the first cementless total condylar knee have already invented by Yamamoto and Kodama in 1968. It was called Kodama-Yamamoto Mark I knee and was the first anatomical total condylar knee [73]. Ten years later, in 1979, Hungerford, Kenna, and Krackow invented the first porous coated total anatomical (PCA) knee [74].

1.4.2 The Stryker Duracon TS knee implant system

The Duracon knee implant is a knee system in which the femoral and the core tibial materials are made of Cobalt-Chromium-Molybdenum (CoCrMo) alloy, whereas the tibial bearing inserts are made of ultra high molecular weight polyethylene (UHMWPE). This product is manufactured by Stryker Orthopaedics (Stryker Corporation, Kalamazoo, MI, USA) (Fig. 1.15) [75]. Femoral component of Duracon system will be used to generate the CAD model in the chapter 5. The material properties of femoral component of this system will be used in the finite element study discussed in the chapter 6.
Fig. 1.15: The Stryker Duracon TS Knee Implant System[75]

1.4.3 Failure

The resulting bone-implant system is a composite structure consisting of several components that should last for the lifetime of the patient. This is a challenging design problem that must account for the strength of the prosthetic components, damage to the articulating surfaces, and the strength of the interfaces between the implanted materials and the bone, and the potential adaptation of the bone due to altered loading. The basic premise is that joint replacements fail structurally because stresses have exceeded the strength of components, interfaces, or articulating surfaces. Foreign materials employed into the body not only must be biocompatible in a hostile environment, but must tolerate significant biological and mechanical stresses for many years [76-78]. Failure may occur within the prosthetic themselves [79-81], at the implant-bone interfaces [82-84], or in the bone [9, 11, 12, 85, 86].

Cracks or flaws in implant materials do not heal and may be spread with repeated loading. As a result, the fatigue behaviour of metals and polymers used for prosthetic replacements is an important concern [87]. Another major structural consideration is the surface damage that occurs due to contact between the articulating surfaces [79-81]. Well-designed components generally do not wear out, but debris is liberated. The particles from the damaged surfaces collect in the surrounding soft tissue. When sufficient debris accumulates, the biological response of the body can lead to increased risk of infection and increased risk of loosening [29, 76, 79-81, 88, 89].

Beside of these structural reasons of failure of knee implants, localized bone loss induced by stress shielding is another important concern in occurring of failure. Because stress shielding as a
reason of bone resorption and implant loosening after TKA is within the scope of this study, the next section is allocated to this issue and the other causes of implant failure are not covered.

1.4.4 Stress shielding

The bone-implant structure created at surgery is a multicomponent system that replaces the bone alone, which is itself a composite structure consisting of cortical and cancellous bone. The new composite structure consists of cortical and cancellous bone, the implant, and usually an interface layer such as bone cement. These interfaces are complex and vary from simple bony contact, allowing only compressive loads and shear transfer through friction [90], to bony ingrowth interfaces that transfer tensile, compressive and shear loads [91-94]. In some regions, there may be fibrous tissue laid down between the implant and the bone that provides a weaker, less stiff connection between the bone and implant.

According to a mechanical effect, if there is a composite with two materials in which one component is stiffer than the other, the stiffer part bears the greater part of the load. On the other hand, the skeleton in our bodies adapts itself to a new mechanical environment if there is any change in loading. It creates more bone tissue in the places which sustain more loads. As a result, the skeleton will become stronger in the loaded area so that it can sustain the exceeded load. The same scenario occurs when there is a diminishing load, but the skeleton would be weaker in the diminished load areas.

Considering the above discussion, when an artificial joint is used, the load previously carried by the bone alone is now shared by the bone and the implant. Consequently, the amount of load carried by the bone generally is decreased, and the bone will remodel to meet the requirements of the new loading situation, thereby resorbing the bone. This phenomenon is known as stress shielding [12, 85].

In a composite system with parallel load paths, the load is shared according to the relative stiffness of the components in the composite structure. If, when the implant is in place, the stiffness of the bone decreases due to decreased load, the relative stiffness of the implant with respect to the bone will increase, the load carried by the prosthesis may increase, that carried by the bone may decrease, and a further decrease in stiffness of the bone may occur. Thus, there is the possibility of a vicious cycle, in stemmed components, for example, in which the strength of
the bone and the amount of bone may decrease to the point where the structural integrity of the system is in jeopardy and risk of failure of both the bone and the stem is increased [14, 16]. This phenomenon is called osteolysis. Figure 1.16 displays qualitative bone loss anteriorly in the distal femoral condyle due to stress shielding 4 years after TKA [9].

Many follow-up studies have shown there is bone resorption at the anterior distal region of the femoral condyles in which the femoral component that causes stress shielding of the anterior distal femur has been considered as the reason for the observed bone loss. [6, 95, 96].

Also, during normal gait, load is transferred through the knee joint. Knee implant transfers the majority of this load (stress bypass). As a result, the proximal tibial bone is stress-shielded by tibial stem, and therefore, this will lead to bone resorption in the proximal tibia [20].

![Fig. 1.16: Bone loss due to stress shielding; Left, immediately after uncemented TKA, Right, 4 years later [9].](image)

Van Lenthe et al. [17] proved that insufficient bone stock which is noted frequently in revision surgery of femoral components of total knee arthroplasty can be created by stress shielding. They examined the similarity of clinical findings and the results of 3D finite element analysis of their model and showed that the stress shielding can induce distal femoral bone loss. Also, unlike the clinical findings they proved that bone resorption is a continuing process and the consequences of that can be a large amount of bone loss thereby needing large reconstruction at the time of revision surgery. Angelides et al. [18] examined the effect of the femoral component on the stress field in the distal femur and obtained the magnitude and direction of the three principal stresses. They realized that although the stress distribution in regions nearer to the prosthesis
remains similar after TKA, the stresses in the farther regions are reduced drastically. Au et al. [97] investigated the role of the loading conditions at the tibiofemoral joint interface and material properties of implant on the stress shielding (or bone stress state). They concluded the bone stress is reduced in presence of an implant with high-modulus material. Also, the tibiofemoral loading condition which includes loading pattern, load placement on the condylar surface, and bone or implant condylar surface geometry, can induce stress shielding by altering the stress distribution within the bone. For example, altering the geometry can cause 50% of the stress shielding. Sathappan et al. [20] conducted investigation on effect of utilization of the long-stem prosthesis on stress shielding in proximal tibia. Long-stem is intended to increase the interface area between bone and implant, therefore to increase the stability between them. Their results showed there was no significant change of bone mineral density or stress shielding in tibia using long-stem prosthesis. Huiskes et al. [12] investigated the relationship between implant flexibility and the magnitude of bone loss. The result was consistent with the hypothesis that bone resorption process is a respond of bone to the stress shielding. While stress shielding is decreased by using flexible stems, proximal interface stresses will be increased by them. Therefore, a method in which optimal characteristics of stem had been considered was proposed. During this investigation a strain-adaptive bone remodeling along with finite element models were used to simulate the bone remodeling process.

There are several bone remodeling theories that predict the bone behaviour in the presence of different stimuli. Since this study is intended to focus on theories that examine the adaptive remodeling process, chapters 3 and 4 will discuss such theories.

As this study includes biology and engineering subjects, the reviewed literature has been brought under relevant chapters for the convenience of the reader. Chapter 2 lays out the research question, the aims and scope of this investigation. Chapter 3 presents a review of some previous bone remodeling studies and theories. Chapter 4 introduces the new model of bone remodeling, the thermodynamic-based theory, which is the basis of this study. Chapter 5 presents the geometry modelling implemented in FEA. In Chapter 6 a three-dimensional finite element (FE) model is developed using the software (ANSYS 12; ANSYS, Toronto, CA) to validate the thermodynamic-based theory of bone remodeling. Chapter 7 includes the results and discussion and, finally, Chapter 8 contains the conclusion, limitation, and proposed future work.
CHAPTER 2  CURRENT STUDY

In this investigation a new adaptive Thermodynamic-based bone remodeling theory proposed by Bougherara et al., is implemented to predict the bone density distribution in the distal femoral bone before and after total knee arthroplasty. The results are then compared with the classical adaptive bone remodeling theory, i.e. Strain Energy Density (SED) theory as well as the clinical observations.

2.1 Problem statement
Currently, bone remodeling after total knee or hip arthroplasty is not accurately predicted. Yet a large number of bone remodeling models are based on continuum mechanics and neglect the interactions between bone and its surroundings. To accurately predicted bone remodeling, a new thermodynamic-based model which takes into accounts both mechanical and metabolic (biological and chemical) factors is proposed for the prediction of bone loss in the distal femoral bone before and after total knee arthroplasty.

2.2 Research question
Does the proposed thermodynamic-based model predict more realistically the evolution of bone density in the femur before and after TKA and how does this model compare to the conventional strain energy density model and clinical data?

2.3 Aims of this study
The distinct goals of this study are to:

1. Summarize relevant literature on knee joint anatomy, knee joint biomechanics, knee replacement procedures, and knee implants.
2. Develop a computer-aided, realistic geometry of the bone-implant knee prosthesis system.
3. Implement the new proposed theory of bone remodeling, i.e. the thermodynamic-based theory, and the classical theory, i.e. SED, with 3D Finite Element models to predict bone density distribution in a real bone.
4. Compute, compare and evaluate the density distribution predicted by the thermodynamic-based model with the strain energy model and clinical observations.
CHAPTER 3 LITERATURE ON BONE REMODELING THEORIES

3.1 Bone modeling and remodeling

Bone, like skin, forms before birth but continually renews itself thereafter. Even after bones have reached their adult shapes and sizes, old bone is continually destroyed, and new bone tissue is formed in its place.

In 1990, Frost stated “The modeling process molds the growth to produce organized structures from the microscopic level up to the level of the entire animal” [98]. In other words, modeling is a process in which bone is prevented growth in some locations and activated for growth in others [99].

Remodeling is a process in which overall size or structure of bone is not altered. “Remodeling removes old tissue and replaces it with new tissue, and may or may not change the architecture or size of the bone” [99]. Therefore, modeling has an important role in developing the adult bone structure, whereas remodeling is a continual process throughout the life.

Bone remodeling is the ongoing replacement of old bone tissue by new bone tissue. Remodeling also removes worn and injured bone, replacing it with new bone tissue [31, 100]. Figure 3.1 displays the bone remodeling process. Osteoclasts are responsible for the resorption of bone tissue. A delicate balance exists between the actions of osteoclasts in removing minerals and collagen and of bone-making osteoblasts in depositing minerals and collagen. If too much mineral is deposited in the bone, the surplus bone tissue may form thick bumps, called spurs, on the bone that can interfere with movement at joints. An excessive loss of calcium or inadequate formation of new tissue weakens the bones, making them overly flexible or vulnerable to fracture [31].

Normal bone metabolism (e.g., growth in the young, bone remodeling in the adult, and repair of fractured bone) depends on several factors. These include (1) adequate minerals; (2) vitamins; (3) several hormones; (4) weight-bearing exercise (exercise that places stress on bones) [31].
Fig. 3.1: “The remodeling cycle: (a) resting trabecular surface; (b) multinucleated osteoclasts dig a cavity of approximately 20 µm; (c) completion of resorption to 60 µm by mononuclear phagocytes; (d) recruitment of osteoblasts precursors to the base of the resorption cavity; (e) secretion of new matrix by osteoblasts; (f) continued secretion of matrix, with initiation of calcification; and (g) completion of mineralization of new matrix. Bone has returned to quiescent state, but a small deficit in bone mass persists” [100].

Within limits, bone tissue has the ability to alter its strength in response to mechanical stress. When placed under stress, bone tissue becomes stronger with time, through increased deposition of mineral salts and production of collagen fibers. Without mechanical stress, bone does not remodel normally because resorption outpaces bone formation. The absence of mechanical stress weakens bone through decreased numbers of collagen fibers and demineralization, loss of bone minerals. The main mechanical stresses on bone are those that result from the pull of skeletal muscles and the pull of gravity [31].

3.2 Literature review of bone remodeling theories
This section is intended to present some theories regarding bone remodeling not a comprehensive review of all theories.

In 1858, Humphrey [101] observed that trabeculae cross articular surfaces at right angles and proposed that forces are the major factors determining the shape and form of a bone.
In 1866, G.H. Meyer presented a paper on the structure of cancellous bone and demonstrated that “the spongiosa showed a well-motivated architecture which is closely connected with the statics and mechanics of bone” [102]. C. Culmann, a mathematician who had published a book on graphic statics in the same year, remarked that the lines in Meyer’s drawings resembled the principal stress trajectories in cantilever beam. Meyer, in his paper published the following year (1867), stated that Culmann, stimulated by the drawings of bone structure, asked a student of his to construct the principal stress trajectories in a crane-like curved bar loaded in a fashion similar to the human femur. Meyer formulated his ideas in three questions:

1) Is it possible that structures like the observed ones are formed by static (force-equilibrium) conditions?
2) What is the internal metamorphosis that makes these structures so “fit for service”?
3) Can these structures be understood if one adds to the external loads the mechanical influence of the traction of muscles and ligaments?

Two years later, Wolff realized that Culmann’s crane structure was precisely consistent with the trabecular structure of the human femur [99] and claimed:

1) There is a perfect mathematical correspondence between the structure of cancellous bone in the proximal end of the femur and the trajectories in Culmann’s crane.
2) There is a statical importance and necessity of the trajectorial structure of the bone.
3) Bone growth can occur only in the interstitial space.
4) The compact bone is nothing but a compressed cancellous bone [102].

Wolff developed his ideas and published his famous work, *The Law of Bone Remodeling*, in 1892 [99].

Wolff’s theory was summarized by Treharne [103] as: “Every change in the … function of a bone … is followed by certain definite changes in … internal architecture and external conformation in accordance with mathematical laws”.

The concept of bone adaptation has been considered as the basic of developing subsequent researches and bone remodeling theories by most researchers.
As previously mentioned, Bougherara et al. [21] classified the mathematical theories explained the relationship between mechanical forces and bone structure into three groups: (1) Mechanical; (2) Mechanobiological; (3) Biochemical.

In mechanical theories, most researchers assumed that bone density distributions are optimized with respect to magnitude of the local stress, meaning, areas exposed to higher stresses have higher cortical thicknesses. Therefore, the net rate of remodeling is related to magnitude of the mechanical stimulation, namely stress, strain or strain energy density [98]. Some researchers develop bone remodeling theories in terms of bone strains rather than stresses, because it has a physical sense and represents a measurable displacement of two material points [104-106].

Cowin et al. proposed a dynamic theory of cortical bone remodeling in 1976. In this theory, an elastic relation for cancellous bone with a combination of the stress and strain tensors was developed. The principal axes of strain and stress coincided at remodeling equilibrium [107,108].

In 1984, Cowin’s theory was used to develop a 3D finite element model by Hart et al. [109]. This model was able to change geometry and material properties according to local strain, thereby updating in time steps to provide incremental remodeling predictions. But, they could not use the model in existing experimental studies to predict results, because, they had to estimate the surface remodeling rate by trying to obtain the pre-existing results [25].

In 1986, Fyhrie and Carter [110] proposed a theory in which the orientation and structure of trabecular bone coincides with a minimized strain energy criterion. They also used an effective energy stress to predict apparent density.

Some researchers have divided the mechanical remodeling theories into two categories; (1) time-dependent and (2) time-independent. In the application of these theories, the remodeling process usually is divided into internal and external (or surface) remodeling. In the internal remodeling, the geometry of the model is bonded and the distribution of material properties changes with time [111-113]. In 1989, Hart and Davy [114] computationally simulated internal and external remodeling. They assumed a cylindrical geometry and therefore their equations for internal remodeling only apply to remodeling in cortical bone [25].
As one can see in foregoing developments, mechanical models are based on Wolff’s Law and it is assumed that bone density changes in a time rate to respond the mechanical stimulus. According to Huiskes et al. [11], these theories have three major defects: (1) they relates stress or strain in bone to adaptive remodeling behaviour, without considering biological mechanisms; (2) theories of linear elasticity are assumed valid for the bone material; (3) effects of loading rates, visco-elastic and inertial effects are not considered. Huiskes et al. proposed their famous strain energy density theory of adaptive bone remodeling in 1987. Later on, the SED theory was expanded by Weinans et al. [22]. Since this theory is known as the classical adaptive bone remodeling model, the thermodynamic-based theory of bone remodeling will be compared with it as a part of the Results chapter of this thesis. Therefore, the SED theory will be discussed in details in the following section.

In mechanobiological theories, mechanical forces along with osteoblasts and osteoclasts activities have important roles to predict bone remodeling behaviour. The base of these theories originates from Roux who considered bone as a self-organize tissue [5].

In 1987, Frost [115] developed his famous ‘mechanostat’ theory to predict bone adaptation behaviour based on mechanical and biological stimuli. In his bone remodeling theory, a fundamental assumption is made that the bone adaptation process is error driven; that is, the magnitude of the response is based on the difference between the local strain state due to the applied mechanical load and a biological set point. Loads well below the set point stimulate bone removal and subsequent reductions in local bone stiffness. Reduced local stiffness leads in turn to increases in local strains until the set point is reached (or approximated) and the bone is adapted to the loading stimulus.

Huiskes et al. [24] presented a computational model showing feedback from mechanical load transfer, balance bone mass in a coupled homeostatic process of remodeling. In 2000, Hernandez et al. [116] proposed a model describing influence of biologic factors on osteoblasts and osteoclasts. The primary accomplishment made in their model was that the mechanobiologic response changes osteoclasts and osteoblasts activities instead of just causing net resorption. Therefore, it made a more detailed description of remodeling and showed the relationship between mechanobiologic and metabolic responses through their effects on osteoblasts and
osteoclasts. They also described bone adaptation to metabolic factors including nutrition, drugs, and disease.

In biochemical theories, the activity of osteoclasts and osteoblasts is examined to obtain insight into the bone remodeling process considering metabolic factors. Several models have been proposed based on this theory. Earlier works described the role of Parathyroid Hormone (PTH) as a regulator in bone remodeling process [117,118]. PTH acts on both bone resorbing cells and bone forming cells, but has differing effects depending on whether it is administered continuously or not. When administered continuously, it increases Osteoclastic bone resorption and suppress bone formation. However, when administered in low doses intermittently, it stimulates bone formation without major effects on resorption, a response that has been referred to as the so-called anabolic response to PTH [119]. Later, the roles of other hormones were examined. For example, in [120,121] it has been described that the advancement of bone remodeling is conducted by numerous autocrine and paracrine factors. Mundy et al. in 1987 stated “Osteoclastic resorption may be stimulated by factors that enhance proliferation of osteoclast progenitors, which cause differentiation of committed precursors into mature cells or activation of the mature multinucleated cell to resorb bone” [122]. Although these theories consider metabolic factors to give insight into bone remodeling process, not considering role of mechanical stimulus in the process is their significant defect.

In 2010, Bougherara et al. [21] proposed a novel bone remodeling theory based on nonequilibrium thermodynamics principles considering both mechanical and metabolic (chemical and biological) factors as driving factors in bone remodeling. As the purpose of current study is based on the thermodynamic-based bone remodeling theory, this theory is discussed in detail in the following chapter.

### 3.3 Strain Energy Density (SED) theory of bone remodeling

The strain energy density (SED) model of bone remodeling was developed by Huiskes et al. in 1987 [11]. This model uses (strain energy) / (bone volume) or U as the mechanical signal that advances and controls the bone remodeling process. The strain energy density U can be expressed in terms of stresses and strains as follows [123]:
U = \frac{1}{2} \sigma_{ij} \varepsilon_{ij} \quad (3.1)

Since, according to the internal bone remodeling theory, the SED and the rate of change of bone density have a linear relationship, the remodeling governing equation can be written as follows:

\[ \frac{d\rho}{dt} = B \left( \frac{U}{\rho} - k \right), 0 < \rho \leq \rho_{cb} \quad (3.2) \]

where \( \rho \) is the apparent density of the bone, \( \rho_{cb} \) represents the maximum density of the cortical bone, the constants \( B \) and \( k \) are the remodeling rate and the site-specific reference SED, respectively.

According to Carter et al. [124], the difference between the actual strain energy density and a reference (target) one \((k)\) is the driving force for remodeling process. In fact, it is assumed that there is a threshold level “s” which must be exceeded before bone remodeling could be initiated. This threshold is called dead zone, and its value correspond to \((s \pm 1 = U/\rho/k)\) (Fig. 3.2).

Considering Fig. 3.2 and the value of threshold “s”, the governing differential equation of the adaptive bone remodeling process (Eq. 3.2), can be restated as follows:

\[ \frac{d\rho}{dt} = \begin{cases} B \left[ \frac{U}{\rho} - (1-s)k \right], & \text{if} \quad \frac{U}{\rho} < (1-s)k \quad \text{resorption}, \\ 0, & \text{if} \quad (1-s)k \leq \frac{U}{\rho} \leq (1+s)k \quad \text{dead zone}, \\ B \left[ \frac{U}{\rho} - (1+s)k \right], & \text{if} \quad \frac{U}{\rho} > (1+s)k, \quad \text{formation} \end{cases} \quad (3.3) \]

The change in bone density in each iteration is obtained by solving the step Eq. 3.3 and can be expressed as follow [123]:

\[ \Delta \rho(x,t) = \Delta t B \left( \frac{U}{\rho} - k(1\pm s) \right) \quad (3.4) \]

\[ 0 < \rho \leq \rho_{cb} \]

Considering Eq. 3.4, the new bone is obtained simply by the following equation:

\[ \rho(x,t+\Delta t) = \rho(x,t) + \Delta \rho(x,t) \quad (3.5) \]
This iterative process will stop if no significant changes in bone density in any element and in any step are observed. Mathematically speaking,

\[
CONVD = \frac{1}{n} \sum_{i=1}^{n} \left| \left( \rho_i^{(t)} - \rho_i^{(t-1)} \right) \right|
\]

where “\(n\)” is the number of elements in the FE model, “\(i\)” is the element index, and \(CONVD\) is the sum of the absolute values of variation in relative apparent density. If the value of \(CONVD\) reaches an amount of 0.01, which means the change in bone density is almost zero in all elements, the bone remodeling process ends and equilibrium is reached. The boundary condition for the predicted apparent density is given by the following relation:

\[
\rho_{\text{min}} \leq \rho \leq \rho_{\text{cb}}
\]

There are different relationships between density and elastic modulus in the literature to calculate the elastic modulus of the bone after each iteration. Bougherara et al. used the one proposed by Keller in which the bone density (g/cm\(^3\)) is correlated to the elastic modulus (GPa) as follows [123]:

Fig. 3.2: SED theory of bone remodeling process as proposed by Huiskes et al. [123].
\[ E = 10.5 \rho^{2.57} \]  

(3.8)

It should be noted Weinnans et al. [125] showed that the FE models provide consistent stress-shielding patterns in the bone, independent of the choice of the bone density modulus relationship used in the computer model.

According to Bougherara et al. [123] the parameter values presented in Table 3.1 lead to reasonable bone configuration. Therefore, for the numerical simulation of the distal femoral bone using strain energy density (SED) model discussed in Chapter 7 these values are considered.

Table 3.1: Values of parameters in strain energy density model used by Bougherara et al. [123].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>(g/cm³)² / MPa × time unit</td>
<td>1</td>
</tr>
<tr>
<td>k</td>
<td>J/g</td>
<td>0.004</td>
</tr>
<tr>
<td>E</td>
<td>MPa</td>
<td>10500(\rho^{2.57})</td>
</tr>
<tr>
<td>s</td>
<td>-</td>
<td>0.35</td>
</tr>
<tr>
<td>(\rho_{min})</td>
<td>g/cm³</td>
<td>0.01</td>
</tr>
<tr>
<td>(\rho_{max})</td>
<td>g/cm³</td>
<td>1.74</td>
</tr>
</tbody>
</table>
CHAPTER 4 IRREVERSIBLE THERMODYNAMIC-BASED THEORY

4.1 Introduction

Irreversible thermodynamics is the branch of physical sciences capable of explaining the spontaneous generation and propagation of natural order.

An irreversible (non-equilibrium) process is one in which there occurs irreversible changes in the system or in the surroundings or in both. The irreversible changes take place due to rapid dissipation of energy. During non-equilibrium process the entropy of the system and the surrounding increases. For example, when a match-stick is struck to cross the activation energy barrier the chemicals are ignited and burn rapidly to take the system and the surroundings to a state of maximum entropy by formation of gaseous and the liberation of heat. In such reactions both physical and chemical changes occur which cannot be reversed. Non-equilibrium thermodynamics make it possible for the occurrence of biological reactions in open system. Such processes are forbidden in closed systems and therefore, the presence of open systems mechanics is of paramount importance in the creation and sustenance of living matter [102].

Bougherara et al. proposed the thermodynamic-based theory of bone remodeling in 2010. According to this theory, there is a relationship between the dynamic loading and chemical reaction which induces change in bone tissue density based on irreversible thermodynamics principles. In this chapter, this theory is reviewed in detail.

4.2 The laws of thermodynamics

Classical thermodynamics is based on the following rules:

1) Conservation of matter,
2) An isolated system tends toward equilibrium,
3) The first law: conservation of energy,
4) The second law,
5) The third law [126].
4.2.1  The first law
Davy and Joule showed that if a small amount of heat $dQ$ is imparted on a body, the body would change its state and do work:

$$dU = dQ - dW$$  \hspace{1cm} (4.1)

The variable $U$ is a function of the state of the body; $W$ is the work done by the system on the surrounding. Equation (4.1) is a statement of the first law of thermodynamics. Then according to the law of conservation of energy the energy gained by the system is equal to the energy lost by the surrounding. As the energy $U$ is a state function, the energy change depends upon the initial and final states of the system and not on the manner in which the change takes place [102].

Joule and others, in establishing the first law, experimented on many forms of work and energy: mechanical, electrical, chemical, etc. If the body is a solid and the stress in the body is $\sigma_{jk}$ and the body deforms so that its strain is changed by $de_{jk}$, then the work done by the stress is $\sigma_{jk} \ de_{jk}$ per unit volume, or $\sigma_{jk} \ de_{jk} \ V$ in a body of volume $V$. If a force $F$ acts on a material particle which is moved by a displacement $dx$, then the work done is $F . dx$. If a muscle shortens by an amount $-dL$ under a force $F$, it performs work equal to $-F \ . dL$. If a quantity of electricity $-de$ is given off by a system at an electric potential $\psi$, an electric work $\psi \ de$ is performed. If $dn_i$ mole of the ith species of chemicals is transported into the system from the surrounding, a chemical energy $\mu_i \ dn_i$ is added to the system (the constant of proportionality $\mu_i$ is called the chemical potential). Thus, on denoting the change of energy by $dU$ for a solid body containing muscle fibers and subject to a body force $F$, an electric potential $\psi$, and a transfer of $N$ species of chemicals No. 1, 2, ..., $N$ into the body by the amounts $dn_1$, $dn_2$, ..., $dn_N$, we have, by the first law:

$$dU = dQ + \mu_i \ dn_i - F . dL + F . dx - \psi \ de + \sigma_{jk} \ de_{jk} \ V.$$  \hspace{1cm} (4.2)

The Greek index $\alpha$ ranges over 1, 2... $N$. The summation over $\alpha$ includes all chemical species of the system. The energy $dU$ includes kinetic, potential, and internal energies [126].

4.2.2  The second law
The second law of thermodynamics may be stated as follows:

There are existing two single-valued functions of state $T$, called the absolute temperature, and $S$, called the entropy, with the following properties:
I. T is a positive number which is a function of empirical temperature only.

II. The entropy of the system is equal to the sum of the entropies of its parts.

III. The entropy of a system can change in two distinct ways: by transfer from the surrounding and by internal changes. Thus

\[ \frac{dS}{dt} = \frac{dS}{dt} + \frac{dS}{dt} \]  

(4.3)

where \( \frac{dS}{dt} \) denotes the rate of increase of entropy of the system, \( \frac{dS}{dt} \) denotes the rate of transfer of entropy from the surrounding, \( \frac{dS}{dt} \) denotes the rate of change in entropy taking place within the system.

IV. The internal entropy production, the amount of entropy created per unit time \( \frac{dS}{dt} \), is never negative, because an isolated system cannot spontaneously create an order in itself. Thus a physical process resulting in a negative \( dS \) is not realizable in nature even if the process may conserve energy. However, a process by exchanging energy and matter with the surrounding will have positive or negative \( dS \). If \( dS \) is zero, the process is said to be reversible. If it is positive, the process is said to be irreversible. Therefore the fundamental quantity which tells us whether a process is reversible or irreversible is \( dS/dt \).

V. If \( dQ \) is the heat absorbed by a system in a reversible process, then the entropy of the system is changed by the amount:

\[ dS = \frac{dQ}{T} \]  

(4.4)

The absolute temperature \( T \) and the entropy \( S \) are defined completely by their properties as expressed in the second law. Combining equations (4.2) and (4.4), the first and second laws, we obtain the Gibbs equation for a tissue containing muscle fibre with tension \( F \), subject to external force \( F \), electric potential \( \psi \), and transfer of \( N \) species of chemicals of mass \( dn_1, dn_2, \ldots, dn_N \) into the tissue [102, 126],

\[ dU = TdS + \mu d\mu - F \cdot dL + \psi \cdot dx - \sigma_{jk} d\sigma_{jk} V \]  

(4.5)

According to the second Law of Thermodynamics a dissipative or irreversible process taking place in the system will cause an increase in the entropy of the system.
If *Gibbs equation* is written in a form that refers to intensive, or local, variables only, we will have:

\[ Tds = du + p\, dv - \sum \mu_i \, dw_i \]  

(4.6)

where \( s, u, v, \) and \( w_i \) stand for the specific values of the entropy, energy, volume, and mass of the substance \( i \); that is, if ‘\( m \)’ is the total mass of the subsystem containing the point considered, then \( s = S/m, \ u = U/m, \ v = V/m, \) and \( w_i = m_i/m \) (the mass fraction of substance \( i \)) [127].

### 4.2.3 The third law

The second law states how entropy of a system is changed, but it does not say how an absolute value can be assigned to entropy. The assignment of an absolute value of entropy is done by the *third law of thermodynamics: The entropy in the state \( T = 0 \) is equal to zero in every system occurring in nature.*

### 4.3 Onsager Reciprocal relation

In an irreversible process, there is a flow of heat, mass and electric charge etc. It is the *driving force* which produces the flow. The driving force is usually described by the gradient in some physical properties. A temperature gradient is the driving force for the flow of heat. Concentration gradient is the driving force for the transfer of mass and electric potential acts as the driving force for the current in the flow of electric charge. The flow of any quantity such as heat or mass or electric current per unit area, called the *flux*, is then postulated to be proportional to the driving forces and an analytical expression is formulated:

\[ J_Q = -K_T \frac{dT}{dx} \quad \text{(Fourier’s Law)} \]  

(4.7)

\[ J_m = -D \frac{\partial c}{\partial x} \quad \text{(Fick’s Law)} \]  

(4.8)

\[ J_e = -K_e \frac{\partial E}{\partial x} \quad \text{(Ohm’s Law)} \]  

(4.9)

where \( J \) is the flux [127].

The proportionality constants \( K_T, D \) and \( K_e \) are called the thermal conductivity, mass diffusion coefficient and electric conductivity. If only one driving force (gradient) is present in a system, we say that there is *single flow* associated with the gradient of the property. The process can then be described by some type of phenomenological relation. If more than one driving force is
present in the system, there will be more than one flow. When more than one flux is present in
the system, we say that these are coupled flows. Each flux $J_i$ is assumed to be related to each
gradient or driving force $X_i$ by the following linear relation [102]:

$$J_i = L_{i1}X_1 + L_{i2}X_2 + L_{i3}X_3 + ...$$  \hspace{1cm} (4.10)

Thus for flux 1, we have:

$$J_1 = L_{11}X_1 + L_{12}X_2 + L_{13}X_3 + ...$$ \hspace{1cm} (4.11)

and for flux 2, we write:

$$J_2 = L_{21}X_1 + L_{22}X_2 + L_{23}X_3 + ...$$ \hspace{1cm} (4.12)

and so on. The resulting equations like (4.11) and (4.12) etc. are called the linear
phenomenological equations; and the coefficients $L_{ij}$ are called Onsager phenomenological
coefficients. The above equation is not free from complications because the coefficients $L_{ij}$ must
be determined experimentally. Experimental determination of the coupling coefficients can be a
tedious matter, as it involves large number of parameters which must be kept under strict control.
An analytical relationship is devised to overcome this difficulty [102]. This device is the Onsager
Reciprocity Relation,

$$L_{ij} = L_{ji}$$ \hspace{1cm} (4.13)

This relation applies to systems in the absence of a magnetic field. The utility of this equation
can be exemplified. Assuming two fluxes and two driven forces, we will have from Eq. (4.10):

$$J_1 = L_{11}X_1 + L_{12}X_2$$ \hspace{1cm} (4.14)

$$J_2 = L_{21}X_1 + L_{22}X_2$$ \hspace{1cm} (4.15)

Given $X_1$ and $X_2$, knowledge of four coefficients is necessary to determine the two fluxes $J_1$ and
$J_2$. Now when the Reciprocity Relation is used, we have $L_{12} = L_{21}$, and only three coefficients are
necessary; namely, $L_{12}$, $L_{11}$ and $L_{22}$. The latter two coefficients are the primary coefficients
which are usually readily available [102].

4.4 Chemical reactions of bone remodeling
The bone remodeling process is based on the activities of bone resorbing cells known as
osteoclasts and bone forming cells known as osteoblasts. According to Bougherara et al. [21]
bone remodeling can be considered as a process with three different stages: (1) bone resorption,
(2) bone formation, (3) growth control. It is focused just on bone resorption and formation in the thermodynamic based theory of remodeling.

Five chemical reactions ($\rho = 1\text{-}5$) have been considered for bone remodeling process. All these reactions have the general form of the irreversible Michaelis-Menten scheme,

\[ E + S \xrightleftharpoons[k_-]{k_+} C \rightarrow E + P \]

where E, S, C and P display enzyme, substrate, complex and product respectively [128].

The five reactions are as follow [21]:

\[ R_1 + MCELL \xrightarrow[k_+]{k_-} MNOC + R_4 \quad \rho = 1 \]

where $R_1$ is mixture of all substances that are initiating the reaction with mononuclear cells (MCELL). MNOC depicts the multinucleated osteoclasts and $R_4$ is the remaining product. The next reaction depicts how to be dug a cavity by multinucleated osteoclasts.

\[ MNOC + Old_B \xrightleftharpoons[k_-]{k_+} R_6 + R_7 \quad \rho = 2 \]

where Old_B is the abbreviation for old bone, and $R_6$ and $R_7$ are production of bone decomposition. According to a biological rule, chemical reactions in nature are well optimized meaning products resulting from bone decomposition ($R_7$) participate in the activation of osteoblasts. Therefore,

\[ R_7 + Old_B \xrightarrow[k_-]{k_+} Activ_{OB} + R_9 \quad \rho = 3 \]

The activator Activ_{OB} produced by this reaction activates osteoblasts (OB) to fill the eroded cavities produced by osteoclasts activities as following reaction:

\[ Activ_{OB} + OB \xrightleftharpoons[k_-]{k_+} Osteoid + R_{12} \quad \rho = 4 \]

The last stage is bone calcification and completion of mineralization of new matrix:
\[ R_{13} + \text{Osteoid} \xrightarrow{k_{+5}} \text{New}_B + R_{15} \]

where \( R_{13} \) is the substance which initiates the mineralization process, \( \text{New}_B \) is the new bone formed by remodeling process and \( R_{15} \) is the remaining of bone formation process. According to Bougherara et al. [21], two stage of resorption and formation of bone remodeling process are described by foregoing five equations (\( \rho = 1 - 5 \)).

### 4.5 Bone remodeling description based on thermodynamics principles

According to Bougherara et al. [21], bone remodeling process can be considered as a process that occurs in an open irreversible thermodynamic system. As bone remodeling includes two processes of bone resorption and formation, it is called a coupled process.

As described in section 4.2 and subsequent sections, the Gibbs equation (i.e., Eq. 4.5) can be written as follow:

\[
d\mathcal{U} = Tdy - pdV + \phi dq + \text{etc.}
\]

(4.16)

where \( y \) is called the entropy source density which is the entropy production per unit volume; \( pdV, \mu dN \), and \( \phi dq \) are mechanical, chemical and electrical contributions respectively. According to [21], it is assumed that bone remodeling is mainly continued by the interaction between the mechanical and chemical fluxes or forces. Also, as described in subsection 4.2.2, the entropy production cannot be negative and is represented by integrating of Eq. (4.16). Thus:

\[
Ty(S) = pd(l) + \omega_{\rho}A_{\rho}
\]

(4.17)

where \( d(l) \) is the rate of deformation tensor, \( p \) is a pressure or mechanical energy concentration, \( \omega_{\rho} \) and \( A_{\rho} \) are the chemical reaction rate and affinity of \( \rho \)th reaction, respectively. The affinity for \( \rho \) is defined by:

\[
A_{\rho} = - \sum_j \mu_j \nu_{jp}
\]

where the stochiometric coefficient \( \nu_{jp} \) represents the number of molecules formed (\( \nu_{jp} > 0 \)) or destroyed (\( \nu_{jp} < 0 \)) by the chemical reaction \( \rho \) [129].
Since bone remodeling is considered as a coupled process between bone resorption and formation, and as described in section 4.3, the Onsager’s relation expressing the cross-coupling between the pressure $p$ and chemical reactions rates $\omega_\rho$ is as follow:

\[ p = l_{vv}d_{(1)} + l_{v\rho}A_\rho \tag{4.18} \]
\[ \omega_\rho = l_{\rho v}d_{(1)} + l_{\rho\rho}A_\rho \tag{4.19} \]

where $l_{vv}$ is called \textit{direct coefficient related to the viscosity} and $l_{\rho\rho}$ is called \textit{direct coefficient related to the chemical reaction rates}. Also, according to section 4.3, $l_{v\rho}$ and $l_{\rho v}$ are the \textit{cross coefficients} resulting from the coupling which must satisfy the Onsager’s reciprocal relation ($l_{v\rho} = l_{\rho v}$) and the second law of thermodynamics. According to [21], if Eqs. 4.18 and 4.19 are substituted in Eq. 4.17, the Onsager’s reciprocal relation and the second law of thermodynamics will be satisfied under the following constraints:

\[ l_{vv} > 0 \text{ and } l_{\rho\rho} > 0 \text{ and } q = \frac{l_{\rho v}}{\sqrt{l_{vv}l_{\rho\rho}}} \in (-1,1) \tag{4.20} \]

where $q$ is the coupling parameter.

\section*{4.6 The role of mechanical loading and chemical reaction in bone remodeling}

According to Bougherara \textit{et al.} [21], the efficiency of the transformation of chemical energy into mechanical activity is described by following equation:

\[ H = \frac{\omega_\rho A_\rho}{pd_{(1)} + \omega_\rho A_\rho} \tag{4.21} \]

where $H$ is the efficiency of interaction.

To clarify the role of mechanical loading in remodeling, the ratio of $d_{(1)}$ and $A_\rho$ was denoted as:

\[ \delta = \frac{l_{\rho\rho}d_{(1)}}{\sqrt{l_{vv}A_\rho}} \tag{4.22} \]

Combining Eqs. 4.20, 4.21, and 4.22:

\[ H = \frac{\delta q + \delta^2}{1 + 2\delta q + \delta^2} \tag{4.23} \]

The sign of $\omega_\rho$ is estimated by the quantity $H$. The denominator of Eq. 4.21 is always positive, according to Eq. 4.17 and the second law of thermodynamic; therefore the sign of $H$ is
correspond to the sign of $\omega_\rho A_\rho$. As in nature all systems, including living tissues, are well optimized, it can be assumed that the efficiency $H$ has the absolute maximum value and it obtains by following relation [21]:

$$H_{\text{max}} = 1 \pm \frac{1}{2} \frac{q^2}{\sqrt{1 - q^2}(1 \pm \sqrt{1 - q^2})}$$  \hspace{1cm} (4.24)

Thus the real effect of chemical reaction is Eq. 4.24.

According to Bougherara et al. [21], the driving force for all chemical reactions described by equations $\rho = 1-5$ are affinities $A_\rho$. The sign of $A_\rho$ can be positive or negative depending on the values of chemical potential of products and substrates. If the chemical potential of product $\mu_p$ is greater than chemical potential of substrate $\mu_s$, the affinity $A_\rho$ is positive and the chemical reaction proceeds in the direction $S \rightarrow P$ and its rate is positive ($\omega_\rho > 0$). In case of $\mu_p - \mu_s \leq 0$ ($A_\rho < 0$), the corresponding chemical reaction cannot proceed spontaneously and a positive rate $\omega_\rho > 0$, which physiological remodeling corresponds to it, is guaranteed only by mechanical loading $l_\rho d(t)$ (Eq. 4.19).

### 4.7 Kinetics of chemical reaction

The *rate of reaction* is defined as the ratio of decreasing in concentration of reactants to time in which the change takes place. Also, the rate of reaction can be defined as the ratio of increasing in concentration of products to time in which the change takes place.

Likewise, the general form of the *rate equation* which has been obtained experimentally involving a reaction between A and B is:

$$\text{Rate} = k [A]^a [B]^b$$  \hspace{1cm} (4.25)

This equation shows relation between the rate of reaction and the concentrations of reactants A and B where ‘k’ is the rate constant, ‘a’ and ‘b’ are the order of reaction with respect to A and B, and [A] and [B] are the concentration of reactants A and B, respectively [130].

Considering definition of the rate of reaction and Eq. (4.25) and also the fact that bone acts as an open self-organizing system that changes matter, energy and entropy, the change of the concentration of reactants in the point ‘x’ and time $t$ is as follow [21]:
\[
\frac{d[n]}{dt} = \dot{n}_i = \sum_{\rho=1}^{5} (v'_{\rho i} - v_{\rho i}) \omega_\rho
\]  
(4.26)

where \(i = 1, 2, \ldots, 15\) and indicates the chemical reactants MCELL, MNOC, ..., R_7, ..., R_15. \(v_{\rho i}\) is the stoichiometrical coefficient of \(i\)th chemical component for substrates and \(v'_{\rho i}\) is the stoichiometrical coefficient of \(i\)th chemical component of products. After solving the kinetic chemical equations of 5 substances (Appendix), the concentrations of MCELL, Old_B, Activ_B, Osteoid, and New_B obtained are as follow [21]:

\[
N_{MCELL} = 0.5 \left( -\beta_i + \sqrt{\beta_i^2 + 4 \frac{-D_1 + J_3 + J_{14}}{\delta_i}} \right)
\]  
(4.27)

\[
N_{Old_B} = 0.5 \left( -\beta_i + \sqrt{(\beta_i + 2\beta_i) - 2N_{MCELL}} + \left( \beta_i + 2\beta_i - 2N_{MCELL} \right)^2 + 4 \left( \frac{J_{14} - D_1}{\delta_i} + 2(J_{14} - D_2) \right) \right)
\]  
(4.28)

\[
N_{Activ_{OB}} = 0.5 \left( -\left( \beta_{10} + 0.5 \left( N_{Old_B} - \beta_i + \frac{J_{14} - D_1}{\delta_i N_{Old_B}} \right) \right) + \left( \beta_{10} + 0.5 \left( N_{Old_B} - \beta_i + \frac{J_{14} - D_4}{\delta_i N_{Old_B}} \right) \right)^2 + 4 \frac{J_{14} - D_4}{\delta_i} \right)
\]  
(4.29)

\[
N_{Osteoid} = 0.5 \left( -\beta_i - \beta_{10} + \frac{J_{14} - D_4}{\delta_i N_{Activ_{OB}}} \right) + \sqrt{\left( \beta_i - \beta_{10} + \frac{J_{14} - D_4}{\delta_i N_{Activ_{OB}}} \right)^2 + 4 \frac{J_{14} - D_5}{\delta_i}}
\]  
(4.30)

\[
N_{New_B} = -N_{Osteoid} + \beta_{10} - \frac{J_{14} - D_4}{\delta_i N_{Activ_{OB}}}
\]  
(4.31)

where \(N_i\) is the rate of concentration of the \(i\)th substance, \(\delta_\rho\) is the ratio of rate of \(\rho\)th reaction to second reaction, \(D_\rho\) is the parameter that describes the influence of dynamical loading on rate of \(\rho\)th chemical reaction, \(\beta_i\) is sum of corresponding initial concentrations and \(J_i\) are fluxes of substances. More details are presented in section 4.10.

### 4.8 Calculation of density and elastic modulus of the bone

In Chapter 6, the time evolution of old and new bone described by Eqs. (4.28) and (4.31) will be tested in a standard distal femur before and after TKA to qualitatively simulate bone adaptation induced by daily walking activity. For this purpose and according to Bougherara et al. [21], the density and elastic modulus in each element are obtained from the following equations:

\[
\rho (I) = \rho_0(N_{Old_B}(I) + N_{New_B}(I))
\]  
(4.32)
\[ E(I) = \left( E_{\text{Old}} \frac{N_{\text{Old,B}}}{N_{\text{Old,B}} + N_{\text{New,B}}} \right) + E_{\text{New}} \left( \frac{N_{\text{New,B}}}{N_{\text{Old,B}} + N_{\text{New,B}}} \right) \left( \frac{\rho(I)}{\rho_0} \right)^3 \]  

(4.33)

where \( \rho_0 \) is the initial density of the composite bone that is assumed to be equal to the average value of the density of cortical and cancellous bones and is used to obtain the material properties of the bone initially; after that the properties are changed by bone concentration of old and new bone [131]. It will be discussed more in subsection 6.2.1. \( E_{\text{Old}} \) is the elastic modulus of the composite bone before arthroplasty and \( E_{\text{New}} \) is the expected elastic modulus after surgery, which both are measurable and are given.

### 4.9 Dynamic loading

Bougherara et al. [21] assumed that there is a linear relationship exists between the influence of the strain rate on the \( \rho \)th chemical reaction \( D_\rho \) and the rate of the deformation tensor \( d_{(1)} \):

\[ D_\rho(I) = C d_{(1)}(I) \]  

(4.34)

As ANSYS calculates only the deformation (or the trace of the strain (\( \varepsilon_{(1)}(I) \)), sum of principal strains) and stresses in each element of bone, the rate of the deformation tensor \( d_{(1)} \), strain rate, used in Eq. (4.34) can be obtained by:

\[ d_{(1)}(I) = \frac{d\varepsilon_{(1)}(I)}{dt} \approx \frac{\Delta \varepsilon_{(1)}(I)}{\Delta t} \approx \frac{\varepsilon_{(1)}(I)}{\Delta t} \]  

(4.35)

where \( \Delta t \) is the time of loading. Combining Eqs. (4.34) and (4.35):

\[ D_\rho(I) = C \frac{\varepsilon_{(1)}(I)}{\Delta t} \]  

(4.36)

where \( C \) is a constant which can be obtained by:

\[ C = \frac{D_\rho(\text{ref})}{S(\text{ref})} \]  

(4.37)

where \( D_\rho(\text{ref}) \) is the influence of the reference strain rate on the \( \rho \)th chemical reaction and \( S(\text{ref}) \) is the reference strain rate. In this study the reference values used in FEA are considered similar those in [21] as shown in Table 4.1. The combination of Eqs. (4.36) and (4.37) leads to:

\[ D_\rho(I) = \left| \frac{d_{(1)}(I)}{S(\text{ref})} \right| D_\rho(\text{ref}) = \frac{1}{\Delta t S(\text{ref})} \left| \frac{\varepsilon_{(1)}(I)}{\Delta t} \right| D_\rho(\text{ref}) \]  

(4.38)

The absolute value is used because the tensile load is followed by reduction and the compressive load is followed by an expansion.
4.10 Parameters of the proposed thermodynamic model used in the FE simulations

For the numerical simulation of the femoral model described in Chapter 6, Bougherara et al [21] used the values of constant parameters, applied in Eqs. 4.27-4.31, showed in Table 4.1. Utilizing these values, they found that bone density distributions using thermodynamic-based model is quite comparable with the classical adaptive bone remodeling model (Strain Energy Density) developed previously by Huiskes et al [24]. In this study, therefore, the same parameter values are utilized in Eqs. 4.27-4.31.

Table 4.1: Values of Parameters used in Eqs. 4.27-4.31 [21]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>5.23</td>
<td>( \delta_4 )</td>
<td>5.75</td>
</tr>
<tr>
<td>( \beta_3 )</td>
<td>16.5</td>
<td>( \delta_5 )</td>
<td>3.08</td>
</tr>
<tr>
<td>( \beta_7 )</td>
<td>4.08</td>
<td>( D_1(\text{ref}) )</td>
<td>2.44</td>
</tr>
<tr>
<td>( \beta_{10} )</td>
<td>2.28</td>
<td>( D_2(\text{ref}) )</td>
<td>1.26</td>
</tr>
<tr>
<td>( \beta_{13} )</td>
<td>4</td>
<td>( D_3(\text{ref}) )</td>
<td>5.85</td>
</tr>
<tr>
<td>( J_3 )</td>
<td>2.38</td>
<td>( D_4(\text{ref}) )</td>
<td>1.3</td>
</tr>
<tr>
<td>( J_{14} )</td>
<td>5.07</td>
<td>( D_5(\text{ref}) )</td>
<td>4.68</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>20.29</td>
<td>( S(\text{ref}) )</td>
<td>3*3500E-6</td>
</tr>
<tr>
<td>( \delta_3 )</td>
<td>10.03</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER 5 GEOMETRY MODELLING

5.1 CAD model of the femur
The synthetic “fourth generation femur” model was scanned by computed tomography (CT). CT is a non-destructive imaging technique, using X-ray beams, for producing 2D and 3D cross-sectional images of an object. A series of 2D cross-sectional images at intervals of 0.5 mm along the length of the femur across the three planes of the body (coronal, sagittal, and axial) were taken. Then CT images were imported into MIMICS Medical Imaging Software (The Materialise Group, Leuven, Belgium), for visualization and production of 3D images. The 3D model included geometry data for both cortical (outer layer) and cancellous (inner layer). Then, the model was imported into ANSYS Workbench 12.0 (ANSYS, Inc., Canonsburg, PA, USA). By using Workbench, the combined cortical-cancellous geometry was processed and two separate solids were produced. Then, the compound solid was exported to SolidWorks 2008 (SolidWorks Corp., Dassault Systemes, Concord, MA, USA) for further works. Figure 5.1 depicts the final CAD model of the femur in SolidWorks.

Fig. 5.1: The CAD model of intact bone [40]

As this study focuses on bone remodeling and bone density distribution in distal femur before and after total knee arthroplasty, the created model of the femur was cut below the diaphysis midsection using SolidWorks. Also, the condyles were resected so that the femoral component can be installed. Figure 5.2 depicts the resected femur including cortical (outer layer) and
cancellous (inner layer which is darker) components ready to use for installing the femoral component.

Fig. 5.2: The resected distal femur [40]

5.2 CAD model of the implant femoral component

The implant femoral component was developed via SolidWorks based on the commercial Duracon knee implant system (Stryker Corp., Kalamazoo, MI, USA). Figure 5.3 depicts the model of femoral component based on Duracon design.

Fig. 5.3: The CAD model of femoral component [40]
CHAPTER 6  FINITE ELEMENT MODELLING

6.1 Introduction
Two three-dimensional finite element (FE) models are developed in this chapter using the software (ANSYS 12; ANSYS, Toronto, CA) to validate the thermodynamic-based theory of bone remodeling with morphological data of actual distal femur and the Strain Energy Density theory of bone remodeling developed previously by Huiskes et al [24]. Both theories, the Thermodynamic-based and the Strain Energy Density (SED), are coupled with the 3D Finite Element models to predict bone density distributions in the distal femoral bone before and after Total Knee Arthroplasty (TKA). The first model represents the intact distal femoral bone (Fig. 6.1a), the second one represents TKA using the femoral component of the Duracon knee implant system (Stryker Corp., Kalamazoo, MI, USA) which is made of cobalt-chromium-molybdenum (CoCrMo) alloy and connected this to the FE model of the intact femur (Fig. 6.1b). Fully bonded conditions are assumed at all interfaces.

![Fig. 6.1: The FE models (a) intact femur, (b) distal femur with femoral component](image)

6.2 Material properties

6.2.1 Bone
According to Reilly et al. [132], cortical bone has transverse isotropy properties at the continuum level, whereas cancellous bone can be assumed to have orthotropic properties [133]. In this study, both types of simulated bone (cortical and cancellous) have been considered as linear
elastic homogeneous materials [134,135]. The initial values of the density used for the simulated cortical and cancellous bone are 1.64 g/cm$^3$ and 0.32 g/cm$^3$ [21], respectively. As discussed in section 4.8 the initial density of the composite bone is assumed to be equal to the average value of cortical and cancellous bones, meaning $\rho_0 = (0.32 + 1.64)/2 \approx 1$ (g/cm$^3$). It should be noted that a number of studies has shown that the initial bone density does not have an important influence on the final density distribution. Initially, the material properties of the composite bone depend on the initial value of bone density; after the first step, the properties are changed with changing the bone density [131]. The bone initially is considered as a linear isotropic material, and values of the elastic properties of the composite bone for the numerical simulation, used in this study as discussed in section 4.8, are shown in table 6.1.

**Table 6.1: Elastic properties of the composite bone given by [21]**

<table>
<thead>
<tr>
<th>$E_{\text{old}}$ (MPa)</th>
<th>$E_{\text{new}}$ (MPa)</th>
<th>$G_{\text{old}}$ (MPa)</th>
<th>$G_{\text{new}}$ (MPa)</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>21000</td>
<td>14000</td>
<td>7778</td>
<td>5185</td>
<td>0.35</td>
</tr>
</tbody>
</table>

6.2.2 CoCrMo alloy

The femoral component of the Duracon knee system is made of cobalt-chromium-molybdenum (CoCrMo) alloy [136]. Properties of the CoCrMo alloy used in the Duracon system follow the ASTM (the American Society for Testing and Materials) standards for medical grade. These properties are shown in table 6.2.

**Table 6.2: CoCrMo alloy properties [137-139]**

<table>
<thead>
<tr>
<th>Density (g/cc)</th>
<th>8.28</th>
<th>Elasticity</th>
<th>Linear elastic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic modulus (GPa)</td>
<td>210</td>
<td>Isotropy</td>
<td>Isotropic</td>
</tr>
<tr>
<td>Yield strength (MPa)</td>
<td>827</td>
<td>Resistant to corrosion</td>
<td>High</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.31</td>
<td>Biocompatibility</td>
<td>Very good</td>
</tr>
</tbody>
</table>
6.3 Element types

6.3.1 SOLID187 3-D 10-Node Tetrahedral Structural Solid

SOLID187 is a higher order 3D element and is used to simulate the femoral bone and the internal core. It has 10 nodes having three degrees of freedom at each node along with a quadratic displacement behaviour: translation in the nodal x, y, and z directions. Likewise, SOLID187 is well suited to modeling irregular meshes like those created by various CAD systems. It also has mixed formulation capability for simulating deformations of nearly incompressible elastoplastic materials, and fully incompressible hyperelastic materials. The SOLID187 element input data includes the orthotropic or anisotropic material properties. Orthotropic and anisotropic material directions correspond to the element coordinate directions. The geometry, node locations, and the coordinate system for this element are shown in Figure 6.2. Pressures may be input as surface loads on the element faces as shown by the circled numbers in Figure 6.2 [140].

![Image of SOLID187 element](image)

**Fig. 6.2: SOLID187 element [140].**

The element stress directions are parallel to the element coordinate system. The surface stress outputs are in the surface coordinate system and are available for any face as depicted in Figure 6.3 for face JIK coordinate system [140].

![Image of SOLID187 stress output](image)

**Fig. 6.3: SOLID187 Stress Output [140].**
### 6.3.2 CONTA174 3D 8-node Surface-to-Surface Contact

CONTA174 is used to represent contact between 3D target surfaces (which will be described in the next section) and a deformable surface. It has three degrees of freedom at each node – translations in the nodal x, y, and z direction. This element is defined by eight nodes. It has the same geometric characteristics as the solid or shell element face with which it is connected. Contact occurs when the element surface penetrates one of the target segment elements (for example in this study TARGE170) on a specified target surface [141]. The geometry and node locations are depicted in Figure 6.4.

![CONTA174 element](image_url)

**Fig. 6.4: CONTA174 element [141]**

CONTA174 element is associated with the 3D target segment elements (for example TARGE170) through a shared real constant set. For rigid-flexible contact, the deformable surface must be represented by a contact surface [141].

### 6.3.3 TARGE170 3-D Target Segment

TARGE170 is used to represent various 3D target surfaces for the associated contact elements such as CONTA174. The contact elements themselves overlay the solid, shell, or line elements describing the boundary of a deformable body and are potentially in contact with the target surface, defined by TARGE170. This target surface is discretized by a set of target segment elements like TARGE170 and is paired with its associated contact surface via a shared real contact set [142].

For rigid target surfaces, TARGE170 elements can easily model complex target shapes. For flexible targets, these elements will overlay the solid, shell, or line elements describing the
boundary of the deformable target body. Therefore, the target surface can either be rigid or deformable. For modeling rigid-flexible contact, the rigid surface must be represented by a target surface. For flexible-flexible contact, one of the deformable surfaces must be overlayed by a target surface [142].

Each target surface can be associated with only one contact surface, and vice-versa. However, several contact elements could make up the contact surface and thus come in contact with the same target surface. Likewise, several target elements could make up the target surface and thus come in contact with the same contact surface. For either the target or contact surfaces, you can put many elements in a single target or contact surface, but doing so may increase computational cost. For a more efficient model, localize the contact and target surfaces by splitting the large surfaces into smaller target and contact surfaces, each of which contain fewer elements. If a contact surface may contact more than one target surface, you must define duplicate contact surfaces that share the same geometry but relate to separate targets, that is, that have separate real constant set numbers [142]. Figure 6.5 depicts the TARGE170 element.

![Target Segment Element](image)

Fig 6.5: TARGE170 Target Surface Element [143].

### 6.4 Boundary and load conditions

The diaphysis midsection, including cortical and cancellous bone, is fixed for all DOF. As this study focuses on the prediction of evolution of bone density in the distal femoral bone using thermodynamic-based model, the axial (i.e. zero degree flexion) force was applied to each FE model. For that purpose, 3000N load which represents 3 to 4 times a body weight of 75 kg (as discussed in subsection 1.3.7) was applied equally on both condyles. The aforementioned loads
were distributed over several nodes that are located on the outer surfaces of both condyles and, at the same time, are in contact with UHMWPE articulating surface (the polymer part of the tibial component of the Duracon system which is not shown in Figure 6.6) in the direction of the femur’s axial (i.e. zero degree flexion) to avoid stress concentration as shown in Figure 6.6.

Fig. 6.6: Boundary and load conditions on the (a) intact femur (b) femoral component of TKA

6.5 Further details of the FE models
The FE analysis of two models, i.e. the intact distal femoral bone and the implanted distal femoral bone using femoral component of Duracon knee implant system, were carried out. Two numerical codes were generated in ANSYS software and coupled with the two adaptive bone remodeling theories, i.e. the thermodynamic-based and the Strain Energy Density, to simulate bone remodeling in an intact distal femoral bone. This processes start from an initial bone density of 1 g/cm³ and end with variable density distribution at the equilibrium condition. However, simulation of bone remodeling in an implanted bone was more complicated. First, the code used for thermodynamic-based theory was run using implanted distal femoral bone model with material properties of cortical bone rather than femoral implant properties, i.e. CoCrMo
alloy, to simulate the condition of bone before surgery. After 100 iterations, which is enough time to reach the density distribution equilibrium, the program was run for another 100 iterations using the material properties of CoCrMo alloy for femoral implant to simulate the adaptive bone remodeling after surgery. In other words, for the second model (i.e. the implanted distal femoral bone), the bone density of the intact bone at equilibrium (the results of the first 100 iterations) was used as starting point for TKA simulation. Since the results of the first run must be used for the second run without starting from the beginning of the program, another code was generated and coupled with the first one. Therefore, the simulation of density distribution in an implanted distal femoral bone using Thermodynamic-based theory of bone remodeling was created after 200 iterations.
CHAPTER 7 RESULTS AND DISCUSSION

7.1 Convergence of process

Since simulation of bone remodeling to predict bone density distribution using the thermodynamic-based model is an iterative process, Eq. 3.6 is considered as the convergence criterion for this process. As described in section 3.3, if the change in bone density is almost zero in any elements, the bone remodeling process ends and equilibrium is reached. As can be seen from Figure 7.1, in this study, the convergence of the variation of the density in all elements for both intact and implanted bone obtained after 50 iterations.

![Variation of change in bone density (CONVD) in all elements](image)

**Fig. 7.1:** Variation of change in bone density (CONVD) in all elements

7.2 Preoperative bone density distribution

To verify the thermodynamic-based theory, three numerical simulations were done. The first and the second simulations predict the evolution of bone density before and after TKA using the
thermodynamic-based model, while the third simulation used the strain energy density model developed previously by Huiskes et al. [24] to simulate bone density distribution before TKA.

The iterative process of bone remodeling started from an initial constant bone density and ended with variable density distribution at the equilibrium condition. The equilibrium condition was reached when no significant changes in density and elastic modulus of elements were observed. Figure 7.2c represents the simulation of density distribution in the intact distal femoral bone from the posterior view using thermodynamic-based model. Figure 7.2b shows the density distribution in the intact distal femoral bone from the posterior view based on the classical strain energy density model.

Fig. 7.2: The posterior view of the intact distal femur showing bone density distribution: (a) in clinical observation (X-ray) [144]. (b) simulated based on SED model. (c) simulated based on Thermodynamic-based model.

The architecture of the distal femoral bone was comparable. As clearly seen from Figure 7.2b and 7.2c, the patterns of bone density distribution are very similar. The dark blue zone shows less stress and consequently less density. The dark red zone demonstrates more stress and therefore more density. The mechanical loading affected areas on the both models have lighter blue color (denser), for the thermodynamic model, and red color, for the SED model, that means the densities in these areas are high (Fig. 7.2b and 7.2c). This indicates the region of the cortical bone. Also, the midsection area of thigh bone is the densest area according to both models because this region absorbs more stress due to the bending of the femur. However, two main
differences were observed. The first one is the range of values of bone density and the second
difference is the shape of density distribution. It can be seen that the strain energy model
overestimates the density distribution. This problem is revealed because in the classical model,
the range of values of density varies between 0.01 and 1.74g/cm$^3$, whereas in the thermodynamic
model these values depend on the parameters. The thermodynamic model predicts these limits,
which depend on the parameters of the model, from the chemical kinetics reactions involved in
bone resorption and apposition. It also can be due to the fact that the classical model considers
only the mechanical loading as the stimulus in bone remodeling process, whereas the
thermodynamic model takes into account the chemical reactions as well.

As it can be seen clearly, in the strain energy density model, the density has either minimum or
maximum amount in all areas of the bone and does not show any gradualness in amount of
density (Fig. 7.2b), whereas, in the thermodynamic-based model the density distributes gradually
from a minimum amount in the distal femur to a maximum amount in the midsection of thigh
bone (Fig. 7.2c), as it is in reality (Fig. 7.2a), therefore, it makes the proposed model more
reliable to predict evolution of bone density near to the reality compare to SED model.

To verify the efficiency of proposed model, bone density distribution using the thermodynamic-
based model was compared to the clinical observation, i.e. the X-ray image of posterior lower
part of resected thigh bone (Fig. 7.2a). In general, the density changes were qualitatively similar
to the clinical results in terms of regional bone loss or densification (Fig. 7.2a and 7.2c). As it
can be seen in the X-ray image, the distal femur toward the midsection of the thigh bone
becomes denser which is clearly consistent with the proposed model result (Fig. 7.2c) discussed
in the previous paragraph.

Furthermore, same discussion can be made for the anterior view of the distal femur. Figure 7.3
represents the bone density distribution on the anterior surface of intact distal femur obtained
from clinical observation (Fig. 7.3a) and two simulations using SED (Fig. 7.3b) and
thermodynamic-based theory of bone remodeling (Fig. 7.3c).
Fig. 7.3: The anterior view of the intact distal femur showing bone density distribution: (a) in clinical observation (X-ray) [145]. (b) simulated based on SED model. (c) simulated based on Thermodynamic-based model.

As it can be seen both models can predict the zones of high and low densities (i.e., cortical and cancellous bone) (Fig. 7.3b and 7.3c). However, the evolution of density in the thermodynamic-based model is gradual and more uniform than the SED, which makes the proposed model more realistic compared to the SED one. This claim can be verified by comparing simulated bone density distribution with X-ray image of a healthy distal femur (Fig. 7.3a). The latter demonstrates that the distal femur toward the midsection of the thigh bone becomes denser, as the thermodynamic-based model simulation displays (Fig. 7.3c).

For further details about the bone density distribution, four sections, namely, A-A, B-B, C-C, and D-D (Fig. 6.6a) were performed in the finite element model and then the sections were compared with each other as Figures 7.4-7.7 show. By comparing the density distribution in the sections of both models, it appears that the patterns are quite different, again, unlike the strain energy density model, the bone density distributions are more uniform and gradual in the thermodynamic-based model. Therefore, the thermodynamic-based model has more potential to predict the evolution of the bone density close to the reality.
Fig. 7.4: A-A section view of bone density distribution in the intact distal femur (Fig. 6.6a) simulated based on: (a) thermodynamic-based model, (b) SED model.

Fig. 7.5: B-B section view of bone density distribution in the intact distal femur (Fig. 6.6a) simulated based on: (a) thermodynamic-based model, (b) SED model.

Fig. 7.6: C-C section view of bone density distribution in the intact distal femur (Fig. 6.6a) simulated based on: (a) thermodynamic-based model, (b) SED model.
Fig. 7.7: D-D section view of bone density distribution in the intact distal femur (Fig. 6.6a) simulated based on: (a) thermodynamic-based model, (b) SED model.

7.3 Postoperative bone density distribution after TKA

A numerical code was generated in ANSYS software to predict bone density distribution in the distal femoral bone using irreversible thermodynamic-based bone remodeling theory described by Eqs 4.26-4.38 after TKA as described in section 6.5. The equilibrium condition was reached when no significant changes in density and elastic modulus of elements were observed. Figure 7.8 represents simulation of the density distribution in the distal femoral bone from the posterior view (Fig. 7.8a) and A-A section view (Fig. 7.8b) based on the irreversible thermodynamic-based theory of bone remodeling after TKA.

Fig. 7.8: Simulation of density distribution in a distal femoral bone after TKA using the thermodynamic-based theory: (a) from the posterior view, (b) A-A section view (depicted in Fig. 6.6b).
These results were compared with the results obtained by Van Lenthe et al. [17], who investigated bone resorption in distal femoral bone after TKA using the SED model of bone remodeling (Fig. 7.9). Van Lenthe et al. divided the distal femoral bone in five regions of interest (ROI) as Figure 7.9a shows. They found that the most bone loss was predicted in the anterior distal ROI (No. 1) (Fig. 7.9b), which is consistent with the result of the proposed theory (blue region in the anterior distal region in Fig. 7.8b). Also, by comparing Fig. 7.8a and Fig. 7.9c, one can notice that bone loss is greater in the lateral than the medial condyle for both models. In other words, the bone density is lesser in the lateral than the medial condyle for both models. These results show that the proposed model (the thermodynamic-based model) is quite comparable with the strain energy density model.

![Fig. 7.9: (a) Distal femur regions marked into ‘zones’ by Van Lenthe et al. [17], (b) Simulated lateral DEXA scans obtained by Van Lenthe et al. [17], (c) Simulated frontal DEXA scans obtained by Van Lenthe et al. [17].](image)

Furthermore, to verify the postoperative results of the proposed theory of bone remodeling, the current bone configuration was compared to the results of clinical observations obtained by Mintzer et al. [6] (Fig. 7.10). They marked out zones in the distal femur as shown in Figure 7.10a. According to Mintzer et al.’s investigation [6], bone loss was most frequently detected in zones 1, 2, and 3 of the anterior femur, as postoperative follow up radiograph shows in Figure 7.10b. By comparing this result with the simulation of evolution of bone density after TKA using the thermodynamic-based theory (Fig. 7.10c), it is proved that the proposed theory is well consistent with the reality, because the most bone loss in both clinical observation and the FE model has occurred in the anterior region of distal femur.
Fig. 7.10: (a) Distal femur regions marked into ‘zones’ by Mintzer et al. [6], (b) Postoperative follow up radiograph showing Lateral view of a distal femoral bone from Mintzer et al. [6], (c) Predicted bone density distribution after TKA simulated based on thermodynamic-based model.

7.4 Further verification

From the results obtained, the FE study using the thermodynamic-based theory of bone remodeling confirms that the anterior region indeed has the least density among all regions in the distal femur after TKA (Fig. 7.10c). This fact has been supported by Mahboob [40] in his thesis but in term of stress. Mahboob has showed that the anterior region experiences the least loading and most shielded from loading stresses under among all regions in the distal femur as Figure 7.11a depicts, so did Cameron and Cameron [95], Mintzer et al. [6], and van Loon et al. [146] (Fig. 7.11b).

Fig. 7.11: (a) Stress-shielded region in the anterior distal femur obtained by Mahboob [40], (b) X-ray radiograph from van Loon et al. showing Stress-shielded region in the anterior distal femur [146].
CHAPTER 8  CONCLUSIONS AND LIMITATIONS

Bone remodeling is a complex process in which mechanical, chemical, and biological parameters have the main role for initiating, continuing, and ending the process. It is, also, an important factor that leads to bone resorption in the surrounding distal femoral bone. Therefore, taking this factor into account in the design of knee implants is clinically very important, because based on it the bone density distribution can be predicted after total knee arthroplasty (TKA).

In this investigation, a new bone remodeling theory based on thermodynamics principles proposed by Bougherara et al. [21] was implemented to predict the bone density distribution in distal femoral bone before and after TKA. This theory considers mechanical, chemical, and biological factors as stimuli for bone formation and resorption. This model was applied to calculate the time evolution of bone density in different parts of a healthy distal femoral bone, as well as distal femoral bone with a prosthetic implant. Numerical simulations of bone density distributions agreed very well with clinical data (X-rays) of a healthy distal femur and implanted femur. On the other hand, the numerical simulations of bone density distribution in the distal femur resulted from the thermodynamic-based model show that the bone density distributes gradually from a minimum amount in the distal femur to a maximum amount in the midsection of thigh bone. This finding is consistent with the clinical observations.

During the investigation, several limitations came across. Numerical studies are based on static analyses of the bone-implant system and dynamic analyses of the models were not included in the study to determine the bone density distribution. Also, this investigation was limited only to comparing density distribution under a load representative of 3 to 4 times the body weight (3000N) considering as an axial force transmitted through the knee joint during regular gait. It should be considered that a static analysis applying an axial average body weight force with relevant constraints is quite sufficient to investigate verification of a new adaptive bone remodeling theory, i.e. Thermodynamic-based theory, in the distal femoral bone which is the aim of this study. Also, this study has been performed on a rather idealized static scenario incorporating only one knee flexion angle. Surely, a dynamic study that includes all ligaments and muscles forces input on the joint considering different angle of flexion and extension during normal gait would be useful – and this may well be an area of further research, but it is
nonessential for the purposes of this study. Likewise, Duracon system was used as the femoral component of knee implant and the effect of changing the design of femoral component was not examined which could be another area of further research.

Only the distal part of the femur was modelled. It is better to consider the whole geometry of the femur and the tibia as well. Finally, although this investigation was based on theoretical study, no doubt an experimental, for example an in vivo biomechanics, study of bone adaptation will further establish the potential for thermodynamic-based theory of bone remodeling which can be again another base for future researches.
Appendix

The five kinetic chemical equations that describe the remodeling are as follow [21]:

\[
\dot{N}_{MCELL} = \frac{\partial N_{MCELL}}{\partial \tau} = -\delta_1 (\beta_1 + N_{MCELL}) N_{MCELL} + J_3 + J_{New,B} - D_1
\]

\[
\dot{N}_{Old,B} = \frac{\partial N_{Old,B}}{\partial \tau} = -(\beta_3 - N_{MCELL} + N_{Old,B} + N_{Activ,B} + N_{Osteoid} + N_{New,B}) N_{Old,B} - 2J_{New,B} - D_2 - D_3
\]

\[
\dot{N}_{Activ,B} = \frac{\partial N_{Activ,B}}{\partial \tau} = \delta_3 (\beta_7 - N_{Old,B} - 2(N_{Active,B} + N_{Osteoid} + N_{New,B}) N_{Old,B} - \delta_4 (\beta_{10} - N_{Osteoid} - N_{New,B}) N_{Active,OB} + D_3 - D_4
\]

\[
\dot{N}_{Osteoid} = \frac{\partial N_{Osteoid}}{\partial \tau} = \delta_4 (\beta_{10} - N_{Osteoid} - N_{New,B}) N_{Active,OB} - \delta_5 (\beta_{13}) N_{New,B} N_{Osteoid} + D_4 - D_5
\]

\[
\dot{N}_{New,B} = \frac{\partial N_{New,B}}{\partial \tau} = \delta_5 (\beta_{13} N_{New,B}) N_{Osteoid} - J_{New,B} + D_5
\]

These differential equations are the dimensionless form of Eq. 4.26. The scaling variables are as follow [21]:

| \( \tau \) = t k_{+2} n_{B0} | N_i = \frac{n_i}{n_{B0}} | \delta_\rho = \frac{k_{+\rho}}{k_{+2}} |
| \beta_i = \frac{B_i}{n_{B0}} | D_\rho = \frac{l_{PVd(1)}}{k_{+2} n_{B0}^2} | J_i = \frac{J_i}{k_{+2} n_{B0}^2} |

where \( \tau \) is time, \( N_i \) is the rate of concentration of \( i \)th substance, \( \delta_\rho \) is the ratio of rate of \( \rho \)th reaction to second reaction, \( D_\rho \) is the parameter that describes the influence of dynamical loading on rate of \( \rho \)th chemical reaction, \( \beta_i \) is the concentration of the \( i \)th substance.
and \( n_{B0} \) is the sum of initial molar concentration of relevant substances and \( j_i \) are fluxes of substances.

The remaining substances are calculated using the following relations [12]:

\[
B_1 = n_1 - n_2 \\
B_3 = n_3 + n_2 - n_5 - n_8 - n_{11} - n_{14} \\
B_7 = n_7 + n_5 + 2n_8 + 2n_{11} + 2n_{14} \\
B_{10} = n_{10} + n_{11} + n_{14} \\
B_{13} = n_{13} + n_{14}
\]
References


