A Study on Financial Time Series Forecasting and Symbolic Regression by Means of a Hybrid Probabilistic Model-Building Cartesian Genetic Programming Methodology

by

Mahsa Mostowfi

B.Sc., Shiraz Azad University, 1999

A thesis
presented to Ryerson University
in partial fulfillment of the
requirements for the degree of
Master of Science
in the Program of
Computer Science

Toronto, Ontario, Canada, 2013
© Mahsa Mostowfi 2013
Author’s Declaration

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis, including any required final revisions, as accepted by my examiners.

I authorize Ryerson University to lend this thesis to other institutions or individuals for the purpose of scholarly research.

I further authorize Ryerson University to reproduce this thesis by photocopying or by other means, in total or in part, at the request of other institutions or individuals for the purpose of scholarly research.

I understand that my thesis may be made electronically available to the public.
A Study on Financial Time Series Forecasting and Symbolic Regression by Means of a Hybrid Probabilistic Model-Building Cartesian Genetic Programming Methodology

Mahsa Mostowfi
M. Sc. in Computer Science, 2013
Ryerson University

Abstract

This work proposes a hybrid algorithm called Probabilistic Incremental Cartesian Genetic Programming (PI-CGP), which integrates an Estimation of Distribution Algorithm (EDA) with Cartesian Genetic Programming (CGP). PI-CGP uses a fixed-length problem representation and the algorithm constructs a probabilistic model of promising solutions. PI-CGP was evaluated on symbolic regression problems and next trading day stock price forecasting.

On the symbolic regression problems PI-CGP did not outperform other approaches. The reason could be premature convergence and being trapped at a local minimum. However, PI-CGP was competitive at stock market forecasting. It was comparable to a fusion model employing a Hidden Markov Model (HMM). HMMs are extensively used for time-series forecasting. This result is promising considering the volatile nature of the stock market and that PI-CGP was not customized toward forecasting.
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Chapter 1

Introduction

This work presents a hybrid methodology which integrates an *Estimation of Distribution Algorithm* (EDA) with *Cartesian Genetic Programming* (CGP). The method is applied to the synthesis of mathematical equations to fit a given data set and to the short-term prediction of a stock’s daily price.

This work belongs to the field of *Evolutionary Computation* (EC), a subfield of *Machine Learning* (ML). EC is the name given to a collection of optimization methodologies inspired by the biological evolution of living organisms (*i.e.* reproduction and selection). In EC, a population consists of a set of individuals. Each individual is a candidate solution to a given problem. Individuals are selected based on their fitness, where *fitness* is a metric defining how well a candidate solution solves the given problem, and the evolutionary operators are applied to them to generate the population of the next generation. This process iterates until a satisfactory solution to the given problem is found or a termination criterion is met.

EDAs are a set of optimization methods within the EC field which guide the search towards the optimum solutions by building a probabilistic model of promising solutions and sampling from the probabilistic model. EDAs eliminate the need for search operators in generating the new population of individuals. EDAs differentiate themselves from other stochastic optimization techniques by using probabilistic models to capture the features which makes a candidate solution better than other solutions in the search space.

*Genetic Programming* (GP) is the field of EC in which individuals are represented by complex structures (*e.g.* trees, graphs, and the like). The internal nodes are selected from a function set and the leaves are chosen from a terminal set. The terminal set consists of constants or variables. The
genetic operators are used to select the fittest individual and then copy it to the next generation or create new offspring from the selected individuals.

Cartesian Genetic Programming (CGP) is a form of GP in which the program structure is a fixed-length array of integers. CGP represents a program as a directed graph. Nodes of the graph are arranged in a number of rows and columns. Each node takes its inputs from the output of the previous nodes or the program inputs.

Prediction of stock price and price direction is a non-trivial problem and is important for investors. There is a large amount of historical data being stored and it is expected to continue to grow. These data contain valuable knowledge which can be extracted and used for prediction purposes. Analyzing such data manually is not practical, so researchers have developed approaches (e.g. machine learning and statistical data analysis) to automatically discover patterns in the data. These approaches are the subject of the field known as data mining and knowledge discovery. It is during the Data Mining (DM) phase of Knowledge Discovery (KD) that knowledge is extracted from the data and large databases are searched to find interesting patterns in the data.

Symbolic regression is a technique for finding a mathematical equation that fits a given set of data points. In this work, symbolic regression is used for knowledge discovery to find the patterns in the stock price data and present them in the form of mathematical expressions. Symbolic regression searches for both the parameters and the form of the equations simultaneously.

1.1 Motivation

Evolutionary Computation has been used as an effective tool in knowledge discovery and data mining because it is adaptive, robust, and flexible [1]. The main motivation for using EC techniques in financial time series data mining is their capability to efficiently explore the search space and discover relationships between various market factors while handling complex fitness functions [2]. Previous works have shown that data mining is able to analyze financial time series data and
uncover hidden patterns that predict future behaviors in financial markets [2–4].

CGP is a good candidate for solving symbolic regression problems because it uses a directed graph and it is immune to *bloat*. CGP represents a program as a directed graph which provides the advantage of reusing the subgraphs [5] compared to GP tree representations where identical sub-trees have to be built separately. When GP is applied on symbolic regression problems, a phenomenon known as *bloat* is often observed. *Bloat* is when the program size increases without any changes in its fitness value. CGP does not suffer from bloat because it employs a fixed-length structure. *Bloat* results in increasing the fitness evaluation time and reduces the efficiency of the search operators.

EDAs can be applied to simple and complex problems using a diverse range of probabilistic models. Previous works have shown that a hybrid methodology which combines a fixed-length program representation to an EDA outperforms the EDA only approach in symbolic regression problems [6]. It is also a promising methodology for Neuroevolution [7].

### 1.2 Objectives

Our objective is to build a hybrid algorithm that develops a probabilistic model of CGP programs. The model will be learned using a method inspired by the Probabilistic Incremental Program Evolution (PIPE) approach [8]. The system will be integrated into SQL Server Analysis Services (SSAS) as a plug-in algorithm to perform data mining.

The algorithm’s performance will be evaluated using a set of experiments in the domain of symbolic regression and stock market forecasting.

### 1.3 Methodology

The following briefly describes how we developed the hybrid algorithm and integrated it into SQL Server Analysis Services (SSAS) as a data mining algorithm.
To begin, we require a structural representation. The presented system uses the representation developed in CGP. In CGP, the encoding of an individual, or \textit{genotype}, is a fixed-length list of integers and encodes an indexed graph (the \textit{phenotype}). Each integer encodes an input or the function of a node in the graph. The graph can be used for a number of program types including algebraic formula, logic formula, neural networks, etc.

Next, we define the probabilistic model which estimates the distribution of promising solutions. Given that in CGP the genotype has a fixed length, the probabilistic model is also a fixed-length array with the same length as the CGP genotype. Each entry of the array stores a list of probability values for each possible input or function. The probabilistic model is updated to increase the probability of sampling the best individual of the current generation. This is done by increasing the probability values in the model which correspond to the nodes which generated the best individual of the current generation.

Next, we integrate the hybrid algorithm into SSAS. SSAS provides data mining functionality in Microsoft SQL Server (\textit{i.e.} it provides the tools to design data mining solutions, based on which the data source binding, design and deployment of data mining models for predictive purposes is easily done).

In order to integrate the hybrid algorithm into SSAS, a plug-in algorithm must implement a set of Component Object Model (COM) interfaces. COM is a software architecture which allows the re-usability of objects (software components) regardless of the programming language used to implement the objects. A COM object is accessible through a set of interfaces (collection of functions). Through these interfaces the plug-in algorithm exposes the algorithm information, detects and stores the pattern in the data, then exposes the discovered patterns. A plug-in algorithm is a class library which implements the following classes: \textit{Metadata class}, \textit{Algorithm class}, and \textit{Navigator class}. They are partially implemented in a plug-in wrapper provided in the API for SQL Server package by Microsoft, but the plug-in developer must implement the mentioned classes using the base classes and interfaces provided.
To test the performance of our system, we ran experiments against a selection of symbolic regression and stock market forecasting benchmarks. For the symbolic regression class of experiment, we compared the performance of our hybrid algorithm with the following methods: GP, CGP with variable crossover, and PIPE. For the stock market forecasting experiments, we compared the performance of our data mining algorithm with GP and a fusion model which combines Hidden Markov Model (HMM), Artificial Neural Networks (ANNs) and Genetic Algorithm (GA).

1.4 Results and Contributions

Our results show that the hybrid algorithm on the set of symbolic regression problems outperformed the GP approach when the target expression was a polynomial of degree 6, but fails to find the target expression of degree 11. We suspect that our algorithm was trapped at a local minimum. Increasing parameters such as number of generations and learning rate resulted in improving the average fitness value. The average convergence rate of our approach against CGP with variable crossover was slower. One possible reason could be the premature convergence of our approach. Increasing the population size resulted in improving the convergence but did not succeed at out-performing CGP with variable crossover. In the non-trivial function regression problem, the target expression was not found using PI-CGP. A possible reason could be that the run required more program evaluations.

The accuracy of our hybrid algorithm on the next day stock price forecasting compared to a GP system with the window period of 300 on the training and cross-validation range was significant. The window period specifies the number of data points collected from the past history of the stock price time series. On the cross-validation period, GP with window period of 450 performed slightly better than our approach but not statistically significant. On the training period, our approach performed better than the GP with window period of 450 but not statistically significant. We found that training our algorithm on wider range of historical price data would result in better Mean
Absolute Error (MAE) on the cross-validation period. Comparing the accuracy of our algorithm to a fusion model of ANN, GA, and HMM we observed that our approach was better for IBM and Apple, but not statistically significant. For Dell, the fusion model performed slightly better but not statistically significant.

Our contribution is a novel EDA-CGP approach for mining financial time series data and the demonstration that our approach performs reasonably well considering the volatile nature of stock market. Considering that our approach was not customized toward forecasting, it is comparable to the fusion model which incorporated tools such as HMM, a tool which is extensively used for time series forecasting because of its proven suitability for modeling dynamic systems.

1.5 Structure of this thesis

In chapter 2, we provide an overview of the concepts and related work. We begin by a brief introduction to the field of Evolutionary Computation (EC). Then, we review the following EC algorithms: Genetic Programming and Cartesian Genetic Programming. Next, we review the Estimation of Distribution Algorithms. Finally, we review data mining and the application of Evolutionary Algorithms to mining financial data.

Chapter 3 details our approach including: PI-CGP program representation, the probabilistic model, the learning process which guides the search towards optimal solution, database integration, and performance evaluation. Next, we describe how our PI-CGP is integrated algorithm with SQL Server Analysis Services (SSAS) in order to perform data mining. To end this chapter, we describe the benchmark experiments chosen to evaluate the performance of our system.

Chapter 4 presents the results of the experiments done on symbolic regression and stock market forecasting, specifically the next trading day price prediction.

Chapter 5 discusses our results, contributions, and possible extension of this work.
Chapter 2

Literature Review

This chapter presents the background concepts in the areas of Evolutionary Computation and Data Mining and reviews the research related to this work.

2.1 Evolutionary Computation

Evolutionary Computation is the field of Computer Science that uses techniques inspired by the principles of the natural evolution such as reproduction and selection. The techniques are used to perform optimization given a metric to determine a well-performing solution. Evolution in a population of program solutions is driven by the following four factors [9]:

1. **Reproduction of individuals**: Mutation and crossover produce the new candidate solutions from one or more parents.
2. **Variation**: Mutation and crossover are the variation operators which create the new individuals from the old ones. They increase the diversity of individuals.
3. **Heredity**: Behavioral traits are inherited from generation to generation.
4. **Finite Resources**: Limited number of resources leads to competition of individuals in a population for survival. The selection operators pick the individuals with better fitness.

The execution of an EC algorithm consists of the following steps:

1. A random population of candidate solutions to the problem is generated.
2. The selection operator is applied to the population and the candidates are selected based on their fitness, which determines how qualified the candidates are to solve the problem.
3. The search operators are applied to the selected candidates and generate the next generation individuals.

4. While the termination criterion has not been met the steps 2-4 are repeated.

Generally the termination criteria are defined as either the process runs for a number of generations less than the maximum number of generations or when an acceptable solution to the problem is found.

Some of the best-known algorithms in the class of EC methodologies are: Genetic Algorithms (GA), Genetic Programming (GP), and Cartesian Genetic Programming (CGP). They differ in the way individuals are represented and their genetic operator implementations. In GA, the structure of an individual is a fixed-length string representing the parameters to be tuned. In GP, the individuals are represented as a program tree. In CGP, the individuals are encoded as fixed-length strings that are decoded into directed graphs.

### 2.1.1 Genetic Programming

In Genetic Programming, the problem solutions known as individuals are initially generated randomly and are evolved by applying genetic operators in each generation to generate better programs.

The individuals in GP are in the format of LISP parse trees. The internal nodes are selected from a problem-specific function set and leaves are selected from a problem-specific terminal set. The number of arguments a function takes is known as the *arity* (e.g. +, − take two arguments and have arity 2.) There is no distinction between the individual’s *genotype* and *phenotype* (i.e. the LISP tree is both the program being evaluated and the genome being mutated.) Genotype is the genetic structure of an individual and phenotype is the individual’s observable characteristics.

The operations used in canonical GP (as defined by Koza [10]) to evolve the program solutions are: selection, reproduction, crossover, and mutation.
The selection operator chooses individuals from the current generation based on fitness. A common selection operator is roulette wheel selection, where the individuals are selected randomly in proportion to their fitness. In reproduction the selected individual is copied into the next generation without any changes. Crossover starts with two individuals and produces two offspring. The offspring are created by selecting a random node in each tree and swapping them. During mutation a random part of the selected individual is chosen and altered based on the mutation technique. The mutation implementation should ensure that the operation results in a valid program tree (e.g. Functions with different arity require trimming or adding a random terminal or tree. If a function becomes a terminal the branches are discarded).

The process of program generation, evaluation, selection, and application of the genetic operators is iterated until a solution is found or the maximum number of generations is reached.

2.1.2 Cartesian Genetic Programming

Cartesian Genetic Programming (CGP) is a form of GP developed by Miller and Thomson from their work on evolutionary design of digital circuits [11].

In CGP each individual is represented as a directed graph and each node in the graph is mapped to a string of integers referred to as genes in the genotype. Unlike in GP, in CGP there is a distinction between the genotype and phenotype. In CGP, the genotype encodes the phenotype (directed-graph) as a fixed-length array of integers. The genotype represents the program inputs, outputs, and the graph’s structure whereas the phenotype is a graph (grid of nodes).

There exists a many-to-one genotype-phenotype mapping in CGP which means that a number of unique genotypes may produce functionally equivalent phenotypes. This is because of different types of redundancy including: node redundancy, functional redundancy, and input redundancy. Node redundancy is the result of unconnected nodes in the graph whose output is not connected to a node leading to the program output. Functional redundancy occurs when a function can be
implemented with less nodes. Input redundancy occurs when one or more of the program inputs are not connected to any nodes.

CGP only uses mutation to create offspring for the next generation. The mutation operator is a point mutation in which a gene is randomly chosen and its value is changed to a valid random value (e.g. If a function gene is chosen then its value is changed to any function in the function set, whereas if an input gene is chosen its value is changed to the output of any previous node in the phenotype or any program input).

CGP has a number of advantages over other forms of GP. CGP does not suffer from bloat since CGP genotype is a fixed-length array. Bloat is the rapid growth in size of the individuals causing the fitness evaluation to take a longer time.

Since CGP represents a program as a directed graph, the sub-graphs can be re-used, whereas in GP the identical sub-trees have to be constructed separately.

2.1.2.1 Cartesian Genetic Programming with Crossover

In CGP with Crossover (CGPwC) method the CGP genotype has been replaced with a fixed-length array of real-value numbers in the range [0,1]. The decoding process from real value to integer value is achieved by two equations. Equation 2.1 applies when \( gene_i \) encodes the function of a node and Equation 2.2 when \( gene_i \) encodes the input of a node.

\[
\text{floor}(gene_i \ast func_{total})
\]  

(2.1)

\[
\text{floor}(gene_i \ast node_j)
\]  

(2.2)

where \( func_{total} \) is the number of functions, \( node_j \) is the node number, and \( 0 \leq j \leq node_{total} \), \( node_{total} \) being the number of nodes and terminals.
Crossover is performed using Equation 2.3 to produce two offspring, \( o_1 \) and \( o_2 \).

\[
o_i = (1 - r_i) \cdot p_1 + r_i \cdot p_2
\]  

(2.3)

where \( p_1 \) and \( p_2 \) are the parents, and \( r_i \) is a uniformly generated random number in the range (0,1) chosen for each offspring \( o_i \), \( i \) being in the range [0,2).

The mutation operator in this method is based on the mutation operator in CGP, but it changes the value of a gene to a uniformly generated random real value in the range [0,1].

### 2.1.3 Estimation of Distribution Algorithms

Optimization algorithms such as Evolutionary Algorithms use reproduction and selection operations on promising individuals to generate better solutions. Depending on the problem domain these operators may not be effective enough to preserve the important building blocks of the candidate solutions. To address this limitation, a new class of algorithms was introduced called Probabilistic Model Building Genetic Algorithms (PMBGA), also known as Estimation of Distribution Algorithms (EDA).

Estimation of Distribution Algorithms is a class of methodologies that explicitly induces a probabilistic model of the best candidate solutions. New candidates are generated by sampling the distribution model.

The simplest form of the EDA is called Population Based Incremental Learning (PBIL) \([12]\) which is based on a fixed length binary encoded representation of the individuals. In this algorithm, first the probability vector is initialized. Each position in the probability vector specifies the probability of each bit position in the solution string containing a ’1’. Then individuals are sampled according to the probability vector and are evaluated. The values in the probability vector are updated towards representing the highest evaluation solutions. The mentioned cycle is repeated until the termination criterion is met.
One of the early works in the field of PMGBA is the Univariate Marginal Distribution Algorithm (UMDA) [13]. UMDA uses the Univariate probability model in which there is no dependency between the variables of an individual.

Another form of EDA is Compact Genetic Algorithm (cGA) [14] which maintains the probability vector as in PBIL but unlike PBIL it samples two individuals. The individual with better fitness is selected and the probability vector is updated. This process continues until the probability vector converges.

Probabilistic Developmental Program Evolution (PDPE) [6] is a probabilistic model building method in which the probability distribution of promising solutions are stored in a fixed length Probabilistic Prototype Chromosome (PPC) and individuals are presented as expression trees.

Probabilistic Developmental Neuroevolution (PDNE), which is an EDA-GP technique, has been used to evolve the topology and weights of an Artificial Neural Network (ANN) [7].

Probabilistic Incremental Program Evolution (PIPE) [8] is an EDA in which the structure of the probability distribution model is a program tree. PIPE uses a model of a complete N-ary tree known as the Probabilistic Prototype Tree (PPT).

PIPE uses two forms of learning: Genetic-Based Learning (GBL) and Elitist Learning. GBL is the main learning algorithm. In this form of learning the population is generated by sampling the Probabilistic Prototype Tree (PPT), then the individuals are evaluated and the PPT is updated to increase the probability of creating the best program from the current generation. During Elitist Learning the PPT is updated to increase the probability of generating the elitist program. During the Elitist Learning there is no population generated nor is the PPT is mutated.

At the end of each generation the PPT is pruned. During pruning subtrees that are not required as function operators are removed and subtrees of nodes with at least one probability value in the probability vector greater than a threshold are also removed.

In this thesis a hybrid algorithm called Probabilistic Incremental Cartesian Genetic Programming (PI-CGP) is proposed. PI-CGP is a combination of PIE’s probabilistic model and learning
algorithm and CGP’s program representation is proposed.

### 2.2 Data Mining (DM)

The amount of data collected every day and stored in databases is increasing rapidly. Analyzing such volumes of data manually would be difficult, if not impossible, so it is important to build tools that automatically uncover valuable information from the data and transform it into knowledge. This is the objective of the field of Knowledge Discovery from Data (KDD).

The knowledge discovery process consists of the following steps:

1. **Data Preprocessing:** The real-world data consists of noisy and incomplete data. The data preprocessing step improves the quality of data and so it improves the accuracy of subsequent steps.

2. **Data mining:** During this step methods are applied to data to extract interesting patterns. Different data mining techniques are used for different purposes. Association, Clustering, Classification, and Regression are the major data mining techniques.

   In regression a numerical value is predicted whereas in classification a categorical or nominal model is built. The regression technique can be used to predict the future values of a financial time series.\(^1\)

   There are several regression algorithms used in data mining such as Genetic Programming (GP), Support Vector Machines (SVM), and Neural Networks (NN).

3. **Pattern evaluation and knowledge presentation:** In this step the discovered patterns are evaluated. The patterns which are accurate and comprehensible are selected and presented to the user. The discovered knowledge is usually presented in terms of rules, classification models, statistical analysis, etc.

\(^1\)A series of data points such as a stock’s price measured in regular time intervals.
Knowledge Discovery is an iterative process. When the knowledge is discovered and presented to the user based on the user’s feedback the above-mentioned steps may be repeated and some modifications may be applied to them. For example, new data sources may be integrated into the system or evaluation measures may be changed.

2.3 Data Mining with Evolutionary Algorithms

The main reason that Evolutionary Algorithms are applied to Knowledge Discovery and Data Mining is that these algorithms are robust and adaptive and can perform global searches [15]. EAs allow evaluation of multiple criteria simultaneously. These features give the data miner some flexibility in designing the fitness functions.

2.3.1 EAs for Data Mining in Financial Data

Credit fraud prediction [16], credit rating [17], forecasting stock market [18, 19], and currency exchange rates [20] are prominent data mining tasks in finance and banking systems.

Mining financial data is a challenging task as it requires an understanding of how the financial markets work, how to model the financial markets, and how to validate those models [21]. In response to such a difficult task, data mining techniques have been used. Applying data mining to financial time series data can help to discover interesting patterns within the data or to discover the relationship between several time series. Extensive research has been done to solve these problems as it has valuable potential benefits [22].

The existing financial data forecasting mining methods can be categorized into:

- **Classical:** The classical methods are based on the statistical models (e.g. Autoregressive Integrated Moving Average (ARIMA)). The major difficulty encountered when using these methods is that usually many attempts must be made to find the best model.
- **Modern**: The modern methods are based on the algorithms from the Artificial Intelligence field. (e.g. Neural networks, evolutionary computation techniques, e.g. Genetic Programming, Genetic Algorithms)

Using EAs overcomes the major difficulty encountered when using statistical methodologies for financial data forecasting. In [23], a GP-based method was shown to yield a better performance compared to NN in predicting the stock price data. This was justified by that the NN suffered from over-fitting and its convergence time was much longer. Over-fitting occurs when the evolved model performs well on the training data, but does not perform well on unseen data.

Multi-Expression Programming (MEP) [24], Linear Genetic Programming (LGP) [25], and hybrid MEP-LGP [26] performed better than the trained NN with a neuro-fuzzy model in terms of several performance measures in predicting the stock indices. The hybrid MEP-LGP algorithm also performed better than each of the individual GP techniques.

The selected performance measures that were used: Root Mean Squared Error (RMSE), Correlation Coefficient (CC), Maximum Absolute Percentage Error (MAP), and Mean Absolute Percentage Error (MAPE).
Chapter 3

Methodology

This chapter outlines the development of our hybrid algorithm called Probabilistic Incremental Cartesian Genetic Programming (PI-CGP). In this approach we follow CGP’s program representation, PIPE’s probability distribution model and learning algorithm which directs the exploration in the search space towards the promising solutions.

We first describe the program representation of PI-CGP and the structure of the probabilistic model used for sampling the program individuals. Then, we explain the technique for updating the probabilistic model and sampling the individuals. Next, we explain how to plug our algorithm into SQL Server Analysis Services (SSAS). In this chapter, the motivation for using SQL Server Analysis Services (SSAS) is also highlighted. Finally, we describe the experiments performed to evaluate our proposed system.

3.1 PI-CGP: The Hybrid Methodology

3.1.1 Program Representation

PI-CGP genotype representation follows the CGP genotype representation. CGP programs are directed graphs that are encoded as a fixed length list of integers (the genome). The integers represent the functions of the nodes and the connections between nodes. Each node is represented as a subset of the integers in the genome. In each node, the last integer (gene) encodes the function (e.g. +, −, ×, ÷) and other integers encode the input connections to the node. Each node takes its inputs from the program’s inputs or the output of the previous nodes. The last integers in the genome encode which node’s output becomes the output of the program.
Table 3.1: Program inputs and functions encoding

<table>
<thead>
<tr>
<th>Value</th>
<th>Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program input</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>X</td>
</tr>
<tr>
<td>1</td>
<td>Random constant</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Function</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>×</td>
</tr>
<tr>
<td>3</td>
<td>÷</td>
</tr>
</tbody>
</table>

Assuming that all the nodes have function arity of two, for the nodes with arity of one any extra genes are not considered in the genotype decoding process.

The program inputs are labelled from 0 to n-1 where n is the number of program inputs. The nodes are labelled from n to n + m - 1, where m is the number of nodes. The output nodes are labelled from n + m to n + m + k - 1, where k is the number of output nodes [27].

An example of CGP genotype and genotype-phenotype mapping is shown in Figure 3.1. The figure shows a CGP program with 5 nodes per row and 2 nodes per column. The program has two inputs: X and a random constant and one output. Table 3.1 presents the program inputs and functions encoding. Each node has 2 input connections and the levels back parameter is 5. The levels back parameter determines from how many previous columns a node can get its input from.

Nodes in the same column or upstream columns are not allowed to be connected to each other. The dotted nodes are the unconnected nodes that are not taken into account when calculating the fitness of an individual.

### 3.1.2 The Probabilistic Prototype Array (PPA)

The Probabilistic Prototype Array (PPA), the probability distribution of PI-CGP genes, was inspired by PIPE’s Probabilistic Prototype Tree (PPT) [8]. The PPT is a complete n-ary tree whereas the PPA is a fixed length array with the same length as the PI-CGP genotype. Each position in the array is matched to a gene in the genotype and stores a list of probability values (see Figure 3.2).
The probabilities indicate the likelihood of choosing any of the available functions or inputs. Each probability list is normalized.

For a gene encoding a function, the probability of each value is initialized as:

$$P = \frac{1}{\text{Number of functions in function set } F}, \text{ where } F = \{+, -, \times, \div, \sin, \cos, \exp, r \log\}$$

If the gene encodes inputs to the node, then the values are initialized as:

$$P = \frac{1}{\text{Number of previous nodes} + \text{Number of terminals in terminal set } T}, \text{ where } T = \{x, R\}$$

The \(R\) element, \emph{Generic Random Constant}, is a function with zero argument and provides a random value. Its value remains the same throughout a generation.

### 3.1.3 The Learning Process

The probabilistic model (PPA) uses the PIPE [8] learning process. The model is said to learn if the probabilities can be moved to make the better solutions more probable.
Algorithm 1: PIPE

1: repeat
2: if $P_{el} < \text{a random value and it is not the first generation}$ then
3: Update probabilities based on $PROG_{el}$ (the elitist program)
4: else
5: Creation of the program population
6: Calculation of the fitness value for each program
7: Learning from the best program of the population
8: Mutation of the PPA
9: end if
10: until Termination Criterion is met

Creation of the program population: A population of programs is generated by using the PPA. To create an individual we sample from the PPA. Sampling from the PPA is done through the roulette wheel selection algorithm.

Learning from the best program of the population: The best program of the current generation is chosen ($PROG_b$). The probabilities in the PPA are modified to increase the probability of creating the best program.
The probability of creating \( PROG_b \) is calculated as in [8]:

\[
P(\text{PROG}_b) = \prod_{\text{Nodes used to generate } \text{PROG}_b} P, \text{ where } P \text{ is the probability of a node.} \quad (3.3)
\]

\[
P = \prod_{i=0}^{\vert N \vert} P_i
\]  \quad (3.4)

where \( P_i \) denotes the probability of the \( i \)-th gene in the \( \text{PROG}_b \) genotype and \( \vert N \vert \) is the length of the node.

Then a target probability for the best program is calculated. This is the probability that \( \text{PROG}_b \) will be generated by the PPA [8]:

\[
P_{\text{TARGET}} = P(\text{PROG}_b) + (1 - P(\text{PROG}_b)) \cdot lr \cdot \frac{\varepsilon + \text{FIT}(\text{PROG}_{el})}{\varepsilon + \text{FIT}(\text{PROG}_b)}
\]  \quad (3.5)

where: \( lr \) is the learning rate and \( \varepsilon \) is the fitness constant, \( \text{FIT}(\text{PROG}_{el}) \) is the fitness of the elitist individual, and \( \text{FIT}(\text{PROG}_b) \) is the fitness of the best individual in current generation. The learning rate and \( \varepsilon \) influence the step size in adapting the PPA to the elitist or the best program.

PPA learns the structure of \( \text{PROG}_b \) by updating the probability of all nodes according to Equation 3.6 while \( P(\text{PROG}_b) < P_{\text{TARGET}} \).

\[
P(\text{PROG}_b) = P(\text{PROG}_b) + c^{jr} \cdot lr \cdot (1 - P(\text{PROG}_b))
\]  \quad (3.6)

**Mutation of the PPA:** At the end of each generation the nodes that were accessed to generate \( \text{PROG}_b \) are mutated with probability \( P_{Mp} \).

The probability is calculated as:

\[
P_{Mp} = \frac{P_M}{(T + F) \cdot \sqrt{\vert \text{PROG}_b \vert}}
\]  \quad (3.7)
where $P_M$, the \textit{mutation probability}, is a user defined parameter which defines the overall mutation probability, and $T + F$ defines the number of elements in the Terminal and Function sets, and $|PROG_b|$ is the number of nodes in $PROG_b$.

During mutation, each node used in $PROG_b$ is mutated with the given mutation rate.

\[ P_i[e]+ = mr \cdot (1 - P_i[e]), \]

where $e$ is the element in the probability list of the selected node at index $i$ and $mr$ is a user defined mutation rate. Mutation rate increases the effect of mutation on the next generation which results in a diverse population. All mutated nodes are finally normalized.

\textbf{Elitist Learning}: During elitist learning the PPA is adapted towards $PROG_{el}$, the best individual of all the generations found so far. During this process creation and evaluation and mutation do not happen. The same equations are used to modify the PPA, except that in equations 3.3, 3.4, 3.5, and 3.6 we use $PROG_{el}$ instead of $PROG_b$.

\textbf{Termination Criterion}: The algorithm runs for a fixed number of \textit{program evaluations (PE)} or until a solution with fitness better than \textit{satisfactory fitness} is found.

\subsection*{3.2 Constructing a Plug-in Algorithm and Integrating it into Analysis Services}

The hybrid algorithm (PI-CGP) is integrated into SQL Server Analysis Services (SSAS) as a data mining plug-in algorithm. The mining algorithm discovers the patterns in data and stores them in the form of mathematical expressions which are used when prediction requests are received in the form of queries on time series data.

Microsoft SQL Server Analysis Services (SSAS) provides the tools to design, create, and manage data mining solutions. In this environment, binding to data sources, creating models of the data, and deploying the models for predictive purposes is easily done.

Using SSAS releases the user from implementing data source access modules for training and forecasting. It also gives the user the ability to write queries in the DMX (Data Mining Extensions)
A mining model is an object that performs machine learning using a mining algorithm. It is represented as a subset of columns from the mining structure and how those columns are used (e.g. input, output, or both). The mining model also includes the mining algorithm and its parameters to perform learning on a mining structure.

A mining structure represents the data columns from the database tables which are available for a mining algorithm. This includes: column information (*i.e.* type, for example: Double, Long, DateTime) and column content (*i.e.* categorical or continuous).

Figure 3.3 presents a high-level view of how the plug-in algorithm communicates with Analysis Server.

Analysis Server uses a set of COM interfaces¹ to communicate with the plug-in algorithm [28]. The DMPluginWrapper.dll, the primary interop assembly, translates the COM calls from Analysis Server to the plug-in algorithm. The DMPluginWrapper has to be built and installed into the Global Assembly Cache (GAC) in order to be used by the plug-in algorithm.

Some of the COM interfaces are exposed by Analysis Server to be consumed in the plug-in algorithm and some must be implemented by the plug-in algorithm to be used by the server. For example, IDMPersistenceWriter is a COM interface exposed by the server and used by the plug-in algorithm to save the patterns discovered by the plug-in algorithm.

The following interfaces should be implemented by the plug-in algorithm:

---

¹A set of functions that a COM (Component Object Model) class implements
- **IDMAlgorithmMetadata**: This describes the features of the plug-in algorithm.

- **IDMAlgorithm**: This performs the training, detects the patterns, and performs prediction. It also instantiates an *IDMAlgorithmNavigation* implementation.

- **IDMAlgorithmNavigation**: This allows the server to access the discovered patterns.

- **IDMPersist**: This stores the detected patterns.

- **IDMAlgorithmFactory**: This instantiates an *IDMAlgorithm implementation*.

A managed plug-in algorithm should be able to describe its features, discover the patterns in data, persist them, and use them for forecasting and finally expose the discovered patterns. These tasks are associated with the above-mentioned COM interfaces, so a managed plug-in algorithm is a class library that should implement the following classes:

- **Metadata class**: This exposes the algorithm information (e.g. name and description, supported types for input parameters and predicted values) and creates an instance of the *Algorithm class*.

- **Algorithm class**: This detects and persists the patterns in the data and uses them to predict. It also creates an instance of the *Navigator class*.

- **Navigator class**: This exposes the patterns found by the Algorithm class.

The above-mentioned classes are partially implemented in the primary interop assembly for managed plug-ins, *DMPluginWrapper.dll*, which is part of a managed API package provided by Microsoft, managed plug-in algorithm API for SQL Server 2005. The managed plug-in API consists of base classes and interfaces that should be derived from the managed plug-in algorithm.

In the implementation of a managed plug-in algorithm the following steps should be followed:

- Add a reference to the *DMPluginWrapper.dll*. 
• Derive the Algorithm class from the AlgorithmBase class, the Metadata class from the AlgorithmMetadataBase class, and the Navigate class from the AlgorithmNavigationBase class.

• Add the plug-in algorithm to the GAC to be loaded by Analysis Services.

3.2.1 The plug-in algorithm life time

Analysis Services calls the ValidateAttributeSet method of the Metadata instance to check the validity of the model structure’s attributes (i.e. check if at least one input attribute is provided). During the training, the Metadata object instantiates a new Algorithm object through the CreateAlgorithm method. Then Analysis Services calls the InsertCases method of the Algorithm object with a caseSet parameter which carries the training data contained in the mining structure. During the method run, the algorithm caches the caseSet to process the cases at one time and present them to the learning method. The learning algorithm iterates on the data to learn the pattern. Once the learning method completes, Analysis Services invokes the SaveContent method to save the discovered pattern.

The method for prediction is the Predict function implemented in the Algorithm class. Analysis Services parses DMX statements and provides the test cases in a similar way it did for the training cases. During prediction, Analysis Services presents each input case row to the Predict method and the result is returned to the user.

3.2.2 Connecting to External Data Sources

In order to retrieve the data from an external data source (e.g. a relational database), Analysis Services uses a data source object which contains the information such as the data source name and connection string. The connection string provides the data source provider name (e.g. SQL Server Native Client OLE DB provider) and other settings required by the provider for connection to the data source.
3.2.3 Data Mining Extensions

Data Mining Extensions (DMX) [28] is a query language created by Microsoft for creating, training, and predicting against data mining models.

DMX statements are used to: create new data mining structures and models, drop the existing ones and to predict against mining models.

To create a mining structure:

```
CREATE MINING STRUCTURE IBM_Mining_Structure (
    IndexID LONG KEY,
    ClosePrice DOUBLE CONTINUOUS,
    NextDayPrice DOUBLE CONTINUOUS
)
```

To create a new mining model based on an existing mining structure (The mining structure must already exist before running the following script):

```
ALTER MINING STRUCTURE [IBM_Mining_Structure]
ADD MINING MODEL [IBM_Mining_Model] (IndexID, ClosePrice, NextDayPrice PREDICT_ONLY)
USING [PI–CGP]
```

To create a mining model and automatically generate its mining structure at the same time:

```
CREATE MINING MODEL [IBM_Mining_Model] (IndexID LONG KEY,
    ClosePrice DOUBLE CONTINUOUS,
    NextDayPrice DOUBLE CONTINUOUS PREDICT_ONLY
)
USING [PI–CGP]
```

To drop a mining structure and model:
3.3 Development Environment

The class libraries were written in C# using the Microsoft .Net Framework version 3.5 and developed using Microsoft Visual Studio 2008. Microsoft Business Intelligence Development Studio (BIDS) was the development environment for creating the mining structure and model. Data storage and management was done using Microsoft SQL Server 2005.

3.4 Experimental Design

Two sets of problems, of varying types and difficulty, were selected to evaluate the performance of our hybrid algorithm. We started with a symbolic regression problem, then we applied our approach to forecast the stock market behaviour, specifically predicting the next trading day close price of stocks.

In sections 3.4.1 and 3.4.2 the experimental set up for these experiments is detailed.

3.4.1 Symbolic Regression Experiments

In the first two experiments, the performance of the hybrid algorithm was compared to a GP system with an improved search process approach [29]. The third experiment compared the performance of our approach to CGP with variable crossover approach [27]. The fourth experiment compared the performance of the proposed methodology against PIPE on the equation used in [8].

3.4.1.1 Experiment 1: Sextic Polynomial

In this experiment, the target expression is a Sextic polynomial ($x^6 - 2x^4 + x^2$). A sample of 50 equidistant data points taken from the interval [0,1] are used as fitness cases. The fitness of an
### Table 3.2: Parameter values for experiments 1, 2, 3, and 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Exp1</th>
<th>Exp2</th>
<th>Exp3</th>
<th>Exp4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terminal Set</td>
<td>T = { x, R }</td>
<td>T = { x, R }</td>
<td>T = { x, R }</td>
<td>T = { x, R }</td>
</tr>
<tr>
<td>R range</td>
<td>[-1, 1]</td>
<td>[-1, 1]</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>Function Set</td>
<td>{ +, −, ×, ÷ }</td>
<td>{ +, −, ×, ÷ }</td>
<td>{ +, −, ×, ÷ }</td>
<td>{ +, −, ×, ÷, sin, cos, exp, rlog }</td>
</tr>
<tr>
<td>Population Size</td>
<td>500</td>
<td>500</td>
<td>2000</td>
<td>500</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>51</td>
<td>200</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>Number of Runs</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>PI-CGP:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Rows</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of Columns</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>200</td>
</tr>
<tr>
<td>Levels Back</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>200</td>
</tr>
<tr>
<td>Satisfactory Fitness, (FIT_s)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Elitist Update Probability, (P_{el})</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Learning Rate, (lr)</td>
<td>0.05</td>
<td>0.05</td>
<td>0.025</td>
<td>0.05</td>
</tr>
<tr>
<td>Fitness Constant, (\varepsilon)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>1.0</td>
</tr>
<tr>
<td>Mutation Probability, (P_M)</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Mutation Rate, (mr)</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>Random Constant Threshold, (T_R)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

An individual is calculated as the mean squared error over all the fitness cases. Let the \(o_i\) be the population member’s value and \(t_i\) be the true function value on the \(i\)-th example of the fitness cases set, then the fitness \(f\) of the population member is calculated as follows:

\[
f = \frac{1}{n} \sum_{i=1}^{n} (o_i - t_i)^2
\]  

(3.8)

The ideal fitness is zero, meaning we want to minimize the difference between the fitness cases and the individual’s result. The parameters chosen for this experiment are shown in Table 3.2.

### 3.4.1.2 Experiment 2: Polynomial of Degree 11

The target expression in our second experiment is a polynomial of degree 11. Similar to Experiment 1, a sample of 50 equidistant data points are taken from the interval \([0,1]\). The fitness of an individual is calculated as 3.8 and the ideal fitness is zero.
Below is the target polynomial:

$$(x + 0.44)(x + 0.54)(x + 0.27)(x + 0.04)(x + 0.41)(x - 0.43)(x - 0.71)(x + 0.82)(x + 0.63)$$

$$(x - 0.75)(x - 0.91)$$

(3.9)

The parameters chosen for this experiment are shown in Table 3.2. We ran this experiment with several parameter sets (i.e. rounds) to observe how changing parameters would affect the performance of our system. Parameters under test included: learning rate, ε, population size, and number of generations.

### 3.4.1.3 Experiment 3: Sextic Polynomial over interval [-1,1]

The third symbolic regression experiment used the same equation as in experiment 1. The difference being that a sample of 50 data points are taken from interval [-1,1] as opposed to [0,1] in experiment 1. The fitness function is the sum of absolute values of the differences between the population member’s value and the function value at each data point as opposed to the fitness function in experiment 1, which is the mean squared error over all the fitness cases.

Let the $o_i$ be the population member’s value and $t_i$ be the true function value on the $i$-th example of the fitness cases set, then the fitness $f$ of the population member is calculated as follows:

$$f = \sum_{i=1}^{n} |o_i - t_i|$$

(3.10)

The parameters chosen for this experiment are shown in Table 3.2. Several rounds of experimentation were run by varying the parameters such as: population size, number of generations, learning rate, mutation rate, and mutation probability.
3.4.1.4 Experiment 4: Non-trivial Function

The equation chosen for this experiment is a non-trivial function to benchmark the system.

\[ f(x) = x^3 \cdot e^{-x} \cdot \cos(x) \cdot \sin(x) \cdot (\sin^2(x) \cdot \cos(x) - 1) \]  

A sample of 101 equidistant data points are taken from interval [0,10]. The cost function is calculated as (3.10).

The parameters chosen for this experiment are shown in Table 3.2. Experimenting with different parameter settings (rounds) was done on parameters such as: population size, number of columns, and mutation rate.

3.4.2 Stock Market Forecasting Experiments

In the following two experiments the performance of our approach in prediction of the next trading day stock price was compared to a GP approach and a fusion model combining HMM, ANN, and GA.

3.4.2.1 Genetic Programming Approach

In this experiment, the performance of our approach was compared to the approach which used GP to predict the stock price of the next trading period based on the changes of stock prices of the past \( N \) periods [30]. Where \( N \) is a user-defined variable which defines the number of past accessible daily prices of a stock.

The parameters chosen for this experiment are shown in Table 3.3. The training data consists of stock prices for IBM in the period 01 November 2002 to 19 August 2003. The test data consists of stock prices for IBM in the period 20 August 2003 to 12 November 2003. Of the total collected data, 77% is used as the training data and 23% as the test data.
Table 3.3: Parameter values for stock market forecasting

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Exp1</th>
<th>Exp2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terminal Set</td>
<td>$T = {\text{Close price, } R}$</td>
<td>$T = {\text{Close price, } R}$</td>
</tr>
<tr>
<td>$R$ range</td>
<td>$[0, 1)$</td>
<td>$[0, 1)$</td>
</tr>
<tr>
<td>Function Set</td>
<td>$F = { +, -, \times, \div, \sin, \cos, \exp,$</td>
<td>ditto</td>
</tr>
<tr>
<td></td>
<td>$\text{protected log, power, protected square root } }$</td>
<td></td>
</tr>
<tr>
<td>Population Size</td>
<td>3000</td>
<td>20</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>66</td>
<td>100</td>
</tr>
<tr>
<td>Number of Runs</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td><strong>PI-CGP:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Rows</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of Columns</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Levels Back</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Satisfactory Fitness, $FIT_s$</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Elitist Update Probability, $P_{el}$</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Learning Rate, $lr$</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Fitness Constant, $\varepsilon$</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Mutation Probability, $P_M$</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Mutation Rate, $mr$</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Random Constant Threshold, $T_R$</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

The fitness function is the sum of absolute values of the differences between the actual daily close price and the predicted value.

### 3.4.2.2 HMM, ANN, and GA approach

In this experiment, we compared the performance of our approach to a fusion model which combines the Hidden Markov Model (HMM), Artificial Neural Network (ANN), and Genetic Algorithms (GA) to forecast financial market behaviour [31]. In the fusion model, the ANN transforms the actual observation sequence (i.e., training data in form of open, high, low, and close price) and GA is used to optimize the initial parameters for HMM. This fusion model tries to find other days in the historical data which show similar behaviour to the current day and adds the weighted average of price differences to the current day price.

We have used the daily stock price of Apple Inc., International Business Machines Corp. (IBM), and Dell Inc. Data has been collected from [http://www.google.com/finance](http://www.google.com/finance).
The parameters chosen for this experiment are shown in Table 3.3. The training and test data consists of stock prices for International Business Machines Corp., Apple Inc., and Dell Inc. in the period 10 February 2003 to 10 September 2004 and 13 September 2004 to 21 January 2005, respectively. Of the total collected data for each stock, 81% is used as the training data and 19% as the test data.

The fitness function is the sum of absolute values of the differences between the actual daily close price and the predicted value.
Chapter 4

Results and Discussion

This chapter presents the results of the experiments described in Chapter 3. We begin with the symbolic regression set of experiments. First, we compare our system performance to a GP system with an improved search process in approximating polynomials of degree 6 and 11, then we compare our system performance to a CGP with variable crossover approach in approximating a polynomial of degree 6. Next, the performance of PI-CGP is compared against PIPE. Finally, we compare our system performance in prediction of the next trading close price of stock prices to a GP approach and a fusion model.

4.1 Symbolic Regression Results

In this set of experiments, we use fitness to compare the systems under test. The fitness of an individual is calculated as the mean squared or absolute error over all the fitness cases. The results represent values averaged over the number of runs.

4.1.1 Experiment 1: Sextic Polynomial

In this experiment the equation being approximated is $x^6 - 2x^4 + x^2$. Table 4.1 shows the calculated parameters for each approach.

In order to determine which methodology performed better, the $p$-value was calculated using the Student’s T-test.

The mean fitness of PI-CGP (0.048) was less than the mean fitness of GP with improved search (2.002). The $p$-value for this experiment was 4.2502, which means that the difference between the
Table 4.1: Best fitness measure of runs

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>Std Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI-CGP</td>
<td>0.0</td>
<td>0.138</td>
<td>0.048</td>
<td>0.049</td>
</tr>
<tr>
<td>GP with improved search</td>
<td>0.254</td>
<td>2.455</td>
<td>2.002</td>
<td>0.461</td>
</tr>
</tbody>
</table>

Table 4.2: Parameter settings for the polynomial of degree 11 experiment.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round1</td>
<td>R1</td>
</tr>
<tr>
<td>Population Size</td>
<td>500</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>51</td>
</tr>
<tr>
<td>Fitness Constant, $\varepsilon$</td>
<td>0.01</td>
</tr>
<tr>
<td>Learning Rate, $lr$</td>
<td>0.05</td>
</tr>
</tbody>
</table>

means was significant with $\alpha = 0.1\%$.

4.1.2  Experiment 2: Polynomial of Degree 11

In this experiment, the test equation is Equation 3.9.

The result of this experiment was that the PI-CGP algorithm did not find the target expression in any of the trials. Several parameter sets were tried and the results can be found in Table 4.3. Parameters under test include: learning rate, $\varepsilon$, population size, and number of generations.

Table 4.2 shows the different parameter settings used and Table 4.3 shows the results based on the best fitness of runs when different parameter settings were applied.

When the $p$-value between different rounds was calculated the difference between the means

---

1As mentioned in Section 3.4.1.2, round represents a given parameter setting used in an experiment.

Table 4.3: Results for different parameter settings for the polynomial of degree 11 experiment.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>Best</th>
<th>Worst</th>
<th>Mean</th>
<th>Std Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>0.00008</td>
<td>0.00274</td>
<td>0.00079</td>
<td>0.00062</td>
</tr>
<tr>
<td>R2</td>
<td>0.00016</td>
<td>0.00216</td>
<td>0.00118</td>
<td>0.00051</td>
</tr>
<tr>
<td>R3</td>
<td>0.00006</td>
<td>0.00299</td>
<td>0.00069</td>
<td>0.00086</td>
</tr>
<tr>
<td>R4</td>
<td>0.00006</td>
<td>0.00299</td>
<td>0.00077</td>
<td>0.00082</td>
</tr>
<tr>
<td>R5</td>
<td>0.00004</td>
<td>0.00299</td>
<td>0.00073</td>
<td>0.0008</td>
</tr>
<tr>
<td>R6</td>
<td>0.00006</td>
<td>0.00305</td>
<td>0.00059</td>
<td>0.00064</td>
</tr>
<tr>
<td>R7</td>
<td>0.00005</td>
<td>0.00243</td>
<td>0.00035</td>
<td>0.00048</td>
</tr>
</tbody>
</table>
for R5 and R2, R1 and R2, R3 and R2 was significant with $\alpha = 2\%$.

To find the best solution of all rounds we proceeded as follows: Since Mean(R5) \(<\) Mean(R2), Mean(R1) \(<\) Mean(R2), and Mean(R3) \(<\) Mean(R2), we selected R5, R1, and R3, where $Mean(R_i)$ denotes the mean of the fitness values of round $R_i$. The difference between the Mean(R5) and Mean(R1), Mean(R5) and Mean(R3), Mean(R1) and Mean(R3) was not significant.

Then the fitness of the best individual of R5, R1, and R3 was compared. The best individual of R5 had the best fitness (the lowest), therefore R5 was picked as the best solution among all rounds.

Below is the simplified version of the best individual in R5:

$$x^{14} - 1.8x^{12} + 1.05x^{10} - 0.2x^8$$

Figure 4.1 shows the approximated polynomial versus the actual polynomial. Figure 4.2 shows the fitness improvement for PI-CGP for different parameter settings. The horizontal axis represents the generation number and the vertical axis is the fitness value of the best individual (averaged over runs).

Increasing the population size from 500 in R5 to 1000 in R7 with all other factors remaining
the same did not contribute to improving the average fitness. In R7 the average fitness in generation 0 was 0.0027 compared to 0.00042 in R5 and the average fitness in the last generation (e.g. generation number 199) in R7 was 0.00035 compared to 0.0001 in R5 but the rate of average fitness improvement in R7 (86.88\%) was higher than that in R5 (73.82\%). The rate of average fitness improvement is calculated as:

\[
100 \cdot \frac{\text{AvgFitness}_0 - \text{AvgFitness}_{\text{Last}}}{\text{AvgFitness}_0}
\]  \hspace{1cm} (4.2)

In equation 4.2, \(\text{AvgFitness}_0\) is the average fitness in generation number 0 and \(\text{AvgFitness}_{\text{Last}}\) is the average fitness in the last generation.

Increasing the number of generations from 51 in R1 to 100 in R3 and 200 in R5 with all other factors remaining the same contributed to improving the fitness (e.g. decreasing the average fitness value). The average fitness in R5 in generation 0 was 0.0004 compared to 0.0008 in R3 and 0.0016 in R1 and in generation 50 the average fitness in R5 was 0.0001 compared to 0.0002 in R3 and
0.0004 in R1. The rate of improvement between the first and last generation in all the R1, R3, and R5 was the same (70%).

Increasing the learning rate from 0.01 in R2 to 0.05 in R3 with all other factors remaining the same increased the average fitness improvement from 56.9% to 75.17% and the change in the mean fitness value was statistically significant with $\alpha = 2\%$.

Decreasing the fitness constant ($\varepsilon$) from R3 to R4 causes the learning algorithm to take smaller steps toward programs with better fitness by decreasing the target probability of $PROG_b$, but the difference in mean fitness value was not statistically significant and the average fitness improvement between the first and the last generations in these runs was the same (72%).

### 4.1.3 Experiment 3: Sextic Polynomial over interval [-1,1]

This experiment uses the same equation as experiment 1 with the parameter settings used in [27] (shown in Table 4.4). This experiment compares the average number of generations required for PI-CGP to converge against CGP with variable crossover.

In CGP with variable crossover, the algorithm is said to converge when for all the data points in the interval [-1,1] the absolute difference between the function and the individual’s value is less than 0.01. For PI-CGP, the algorithm is considered to converge when the fitness function value (Equation 3.10) is less than 0.01, which is a tighter convergence criterion compared to that of CGP with variable crossover. The drawback with this criterion could be the possibility of some of the absolute values being more than 0.01, but the sum of them is less than 0.01.

During the CGP with variable crossover run, the crossover rate started at 90% in the first generation and reduced linearly such that by the 180th generation the crossover rate was 0%.

Figure 4.3 shows the average convergence for PI-CGP based on the parameters shown in Table 4.4. Figure 4.4 shows the average convergence for CGP with variable crossover rate.

CGP with variable crossover showed better convergence than PI-CGP. The average number of
Table 4.4: Configuration used in CGP with variable crossover technique for $x^6 - 2x^4 + x^2$

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terminal Set</td>
<td>$T = { x, R }$</td>
</tr>
<tr>
<td>R range</td>
<td>$[0, 1]$</td>
</tr>
<tr>
<td>Function Set</td>
<td>${ +, -, \times, \div }$</td>
</tr>
<tr>
<td>Population Size</td>
<td>50</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>1000</td>
</tr>
<tr>
<td>Number of Runs</td>
<td>1000</td>
</tr>
<tr>
<td>Number of Rows</td>
<td>1</td>
</tr>
<tr>
<td>Number of Columns</td>
<td>10</td>
</tr>
<tr>
<td>Levels Back</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 4.3: Average convergence for PI-CGP based on the parameters in Table 4.4 on $x^6 - 2x^4 + x^2$
generations required for PI-CGP to converge is 179 compare to 47 (CGP with variable crossover), 71 (CGP with crossover rate of 75%), 57 (CGP with crossover rate of 50%), 84 (CGP with crossover rate of 25%), and 168 (CGP without crossover).

The average fitness value for our approach was higher (less fit) than the other approach. It is noticeable in Figure 4.3 that the convergence rate of PI-CGP after generation number 300 gradually decreases.

Several rounds of experimentation were run on PI-CGP while varying the following parameters: population size, learning rate, mutation rate, and mutation probability. Tables 4.5 and 4.6 show the parameter settings for each round, Table 4.7 shows the results of the runs, and Figure 4.5 shows the average convergence for each run. Where the number of generations varied we kept the number of program evaluations \(^2\) (PE) consistent. In the figure only the average convergence for the initial 100 generations is shown since the number of generations is different for different

\(^2\)It is the product of population size and number of generations.
Table 4.5: Configuration for PI-CGP for R1 to R9

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round</td>
<td>R1</td>
</tr>
<tr>
<td>Population Size</td>
<td>50</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>1000</td>
</tr>
<tr>
<td>Mutation Rate, ( mr )</td>
<td>0.6</td>
</tr>
<tr>
<td>Learning Rate, ( lr )</td>
<td>0.05</td>
</tr>
<tr>
<td>Mutation Probability, ( P_M )</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of Runs</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 4.6: Configuration for PI-CGP for R10 to R12

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round</td>
<td>R10</td>
</tr>
<tr>
<td>Population Size</td>
<td>1000</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>50</td>
</tr>
<tr>
<td>Mutation Rate, ( mr )</td>
<td>0.6</td>
</tr>
<tr>
<td>Learning Rate, ( lr )</td>
<td>0.01</td>
</tr>
<tr>
<td>Mutation Probability, ( P_M )</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of Runs</td>
<td>30</td>
</tr>
</tbody>
</table>

rounds and for the rounds with more than 100 generations the population converges gradually.

Figure 4.5 shows that experimenting with different settings for parameters such as population size has improved the average convergence of the round compare to that of R1 (the round with the same setting as in [27]), as the lines corresponding to the rounds show below the R1 line. (e.g. Increasing the population size from 50 in R1 to 1000 in R9, R10, R11 and 2000 in R12)

When the \( p \)-value between different rounds was calculated the difference between the means for R1 and R9, R1 and R10, R1 and R11 was statistically significant with \( \alpha = 1\% \). The difference between the means for R1 and R12 was significant with \( \alpha = 0.1\% \). Among all the rounds with better convergence rate than R1, R12 was picked as the best round since it had the lowest mean value and better average convergence than the others. Comparing the average convergence between R12 and CGP with variable crossover shows that CGP with variable crossover has better average convergence (higher).

The average convergence of R12 for the initial 100 generations is higher (better) than the CGP.
Table 4.7: Results for each round based on different parameter settings in Table 4.5 and 4.6

<table>
<thead>
<tr>
<th>Rounds</th>
<th>Best</th>
<th>Worst</th>
<th>Mean</th>
<th>Std Dev.</th>
<th>Number Of Successful Runs</th>
<th>Average Generations Over Successful Runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>0.0</td>
<td>3.80385</td>
<td>2.21145</td>
<td>0.40741</td>
<td>12</td>
<td>179</td>
</tr>
<tr>
<td>R2</td>
<td>2.2596</td>
<td>3.80385</td>
<td>2.35816</td>
<td>0.27139</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>R3</td>
<td>0.0</td>
<td>2.34226</td>
<td>2.02859</td>
<td>0.51583</td>
<td>1</td>
<td>28</td>
</tr>
<tr>
<td>R4</td>
<td>0.85254</td>
<td>2.34299</td>
<td>2.02197</td>
<td>0.47199</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>R5</td>
<td>0.0</td>
<td>2.35816</td>
<td>1.95434</td>
<td>0.65740</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>R6</td>
<td>0.05713</td>
<td>2.34258</td>
<td>2.12956</td>
<td>0.46863</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>R7</td>
<td>0.07431</td>
<td>2.34233</td>
<td>2.03174</td>
<td>0.64608</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>R8</td>
<td>0.6948</td>
<td>2.34327</td>
<td>2.04346</td>
<td>0.44663</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>R9</td>
<td>0.0</td>
<td>2.34233</td>
<td>1.81934</td>
<td>0.67688</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>R10</td>
<td>0.0</td>
<td>2.2761</td>
<td>1.83822</td>
<td>0.62591</td>
<td>2</td>
<td>44</td>
</tr>
<tr>
<td>R11</td>
<td>0.0</td>
<td>2.34211</td>
<td>1.78262</td>
<td>0.82295</td>
<td>3</td>
<td>29</td>
</tr>
<tr>
<td>R12</td>
<td>0.0</td>
<td>2.26197</td>
<td>1.64014</td>
<td>0.73765</td>
<td>3</td>
<td>14</td>
</tr>
</tbody>
</table>

Figure 4.5: Average convergence for PI-CGP with different parameter settings on $x^6 - 2x^4 + x^2$
Table 4.8: Parameter settings for PI-CGP on equation 4.3

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round R1</td>
<td>R2</td>
</tr>
<tr>
<td>Population Size</td>
<td>10</td>
</tr>
<tr>
<td>Number of Generations</td>
<td>100</td>
</tr>
<tr>
<td>Number of Columns</td>
<td>50</td>
</tr>
<tr>
<td>Mutation Rate, <em>mr</em></td>
<td>0.6</td>
</tr>
<tr>
<td>Number of Runs</td>
<td>21</td>
</tr>
</tbody>
</table>

with a crossover rate of 0% (*i.e.* no crossover) but for the rest of the generations it is lower.

4.1.4 Experiment 4: Non-trivial Function

In this experiment the following equation is approximated:

\[ x^3 \cdot e^{-x} \cdot \cos(x) \cdot \sin(x) \cdot (\sin^2(x) \cdot \cos(x) - 1) \]  

(4.3)

Experiments were performed on PI-CGP using the parameters outlined in Table 4.8. The fitness improvement for each round is shown in Figure 4.6. As it is shown in the figure, the R9 line is below the others and this indicates that the average fitness has been improved more than the other rounds. Increasing the population size contributed positively to average fitness improvement.

When the *p-value* between different rounds was calculated the difference between the means for R9 and the rest of the runs was significant with \( \alpha = 5\% \) with the exception R6 and R7. The results are shown in Table 4.9.

Figure 4.7 shows the best approximated equation in R9, the best approximated equation in all the runs, and the actual equation respectively.

In this experiment the PI-CGP algorithm did not find the target expression in any of the trials.

4.2 Stock Market Forecasting

This set of experiments applies our approach to the problem of stock market forecasting. Specif-
Table 4.9: Results for each round based on different parameter settings in Table 4.8

<table>
<thead>
<tr>
<th>Rounds</th>
<th>Best</th>
<th>Worst</th>
<th>Mean</th>
<th>Std Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>17.742</td>
<td>43.930</td>
<td>22.378</td>
<td>6.580</td>
</tr>
<tr>
<td>R2</td>
<td>15.496</td>
<td>27.311</td>
<td>20.995</td>
<td>2.228</td>
</tr>
<tr>
<td>R5</td>
<td>19.706</td>
<td>20.504</td>
<td>20.356</td>
<td>0.235</td>
</tr>
<tr>
<td>R6</td>
<td>12.419</td>
<td>20.462</td>
<td>18.722</td>
<td>2.491</td>
</tr>
<tr>
<td>R7</td>
<td>14.165</td>
<td>20.462</td>
<td>18.506</td>
<td>2.293</td>
</tr>
<tr>
<td>R8</td>
<td>11.750</td>
<td>20.464</td>
<td>19.155</td>
<td>2.501</td>
</tr>
</tbody>
</table>

Figure 4.6: Fitness improvement for PI-CGP with different parameter settings on equation 4.3

Figure 4.7: The best approximated equation by PI-CGP in R9, all runs, and the actual equation
ically, using historical prices to predict the next trading day price. In measuring our system’s
performance, we use Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE)
as our performance metrics.

Equations 4.4 and 4.5 show how to calculate MAE and MAPE.

\[
\text{Mean Absolute Error} = \frac{1}{r} \sum_{i=1}^{r} |p_i - y_i| \quad (4.4)
\]

\[
\text{Mean Absolute Percentage Error} = \frac{100\%}{r} \sum_{i=1}^{r} \left| \frac{y_i - p_i}{y_i} \right| \quad (4.5)
\]

Where \( r \) is the total number of test data sets, \( y_i \) is the actual stock price on day \( i \), and \( p_i \) is the
forecast stock price on day \( i \).

### 4.2.1 Genetic Programming approach

We ran several trials with different population sizes and consistent number of generations (shown
in Table 4.10). The \( p\)-value between R1 and R4, R2 and R4, and R3 and R4 is significant with
\( \alpha = 5\% \). The best round was R6 and the best-of-run individual in this round with the fitness value
of 204.805 was:

\[
\text{ClosePrice} - 0.32 \exp^{\sin(\text{ClosePrice})} \sin(\text{ClosePrice}^4) \quad (4.6)
\]

Table 4.10 shows that as the population size increases the fitness improves.

Table 4.11 and Table 4.12 present the results from experiments on IBM stock prices. The
results show the forecast accuracy of our approach compared to the GP approach [30] using the
same cross-validation period data. Our training period data does not include the amount of data
covered by the window period in the GP approach as the training set should contain only 200 days.

On the cross-validation period, the PI-CGP system performs better than the GP approach with
Table 4.10: Results for each round based on different population sizes

<table>
<thead>
<tr>
<th>Rounds</th>
<th>Population Size</th>
<th>Number of Generations</th>
<th>Best</th>
<th>Worst</th>
<th>Mean</th>
<th>Std Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1000</td>
<td>200</td>
<td>212.1872</td>
<td>214.7924</td>
<td>213.8668</td>
<td>0.9322</td>
</tr>
<tr>
<td>R2</td>
<td>1500</td>
<td>200</td>
<td>212.3212</td>
<td>214.7936</td>
<td>213.6303</td>
<td>0.9077</td>
</tr>
<tr>
<td>R3</td>
<td>2000</td>
<td>200</td>
<td>212.0545</td>
<td>214.7914</td>
<td>213.7477</td>
<td>0.8579</td>
</tr>
<tr>
<td>R4</td>
<td>2500</td>
<td>200</td>
<td>208.6726</td>
<td>214.7521</td>
<td>212.2519</td>
<td>1.8434</td>
</tr>
<tr>
<td>R5</td>
<td>3000</td>
<td>200</td>
<td>206.9992</td>
<td>214.4921</td>
<td>212.5282</td>
<td>1.9871</td>
</tr>
<tr>
<td>R6</td>
<td>3000</td>
<td>66</td>
<td>204.8055</td>
<td>214.7919</td>
<td>212.1148</td>
<td>3.0357</td>
</tr>
</tbody>
</table>

Table 4.11: Forecast accuracy comparison on cross-validation period. Training range: 1 November 2002 to 19 August 2003

<table>
<thead>
<tr>
<th>Stock name</th>
<th>MAE for the cross-validation period data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PI-CGP</td>
</tr>
<tr>
<td>IBM</td>
<td>0.82911</td>
</tr>
</tbody>
</table>

N of 300 (The result was significant with $\alpha = 5\%$ ). The forecast accuracy of the GP with N of 450 is slightly better than PI-CGP but not statistically significant ($t$-value = 0.31).

On the training period, the PI-CGP system performs better than the GP approach with N of 300 (The result was significant with $\alpha = 0.1\%$ ) The forecast accuracy of PI-CGP is slightly better than GP approach with N of 450 but not statistically significant ($t$-value = 0.44).

Increase in the size of N results in more historic price data available to the algorithm and could have an effect on finding better patterns in the price data. Therefore to make the two experiments use the same date range, we increased the training period range: 02 January 2001 to 19 August 2003 and calculated the MAE on cross-validation period. The result MAE was: 0.770659, which is slightly better but not a statistically significant difference from the forecast accuracy when the training period was from 01 November 2002 to 19 August 2003 (0.82911) and not a statistically significant difference from the forecast accuracy generated by GP with N of 450 (MAE:0.765702). The MAE on training range was:1.07924 which is slightly higher but not a statistically significant difference from 1.0239 when the training period was from 01 November 2002 to 19 August 2003.

Figure 4.8 shows the predicted close prices by PI-CGP and actual close prices for IBM.
Table 4.12: Forecast accuracy comparison on training period. Training range: 1 November 2002 to 19 August 2003

<table>
<thead>
<tr>
<th>Stock name</th>
<th>MAE for the training period data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PI-CGP</td>
</tr>
<tr>
<td>IBM</td>
<td>1.0239</td>
</tr>
</tbody>
</table>

Figure 4.8: IBM close price forecast by PI-CGP

4.2.2 HMM, ANN, and GA approach

In this experiment, we tested PI-CGP with the same parameter values set in [31]. Table 4.13 presents the experiment results for each of the three stocks.

Looking at Table 4.13, we find that the accuracy of the PI-CGP approach is slightly better but not a statistically significant difference from that of the fusion model for IBM and Apple, while for Dell the accuracy of the fusion model is slightly better but not a statistically significant difference from that of the PI-CGP model.

Table 4.13: Forecast Accuracy Comparison between PI-CGP and the fusion model

<table>
<thead>
<tr>
<th>Stock name</th>
<th>MAPE in forecast for the 91 test datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PI-CGP</td>
</tr>
<tr>
<td>Apple Computer Inc.</td>
<td>1.79940</td>
</tr>
<tr>
<td>IBM</td>
<td>0.65403</td>
</tr>
<tr>
<td>Dell Inc.</td>
<td>0.8136</td>
</tr>
</tbody>
</table>
The fitness and the representation of the best individual for each stock is shown in Table 4.14.

We tested our system while varying population size and number of generations. The IBM data set was used for these tests. The population sizes used were: 10, 50, 100, and 500. The number of generations: 200 and 1000. We kept the number of program evaluations consistent. The calculated $p$-value between the rounds was not statistically significant.

The estimated value of the PI-CGP model for three stocks are plotted in Figures 4.9, 4.10, and 4.11.

### Table 4.14: The fitness and the representation of the best individual by PI-CGP

<table>
<thead>
<tr>
<th>Stock name</th>
<th>Min Fitness</th>
<th>Individual equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple Computer Inc.</td>
<td>81.94234</td>
<td>( \text{ClosePrice} + \frac{0.2}{\text{ClosePrice}} )</td>
</tr>
<tr>
<td>IBM</td>
<td>316.16017</td>
<td>( \frac{0.83 \times \text{ClosePrice} + 0.87 \times \text{ClosePrice} + \text{ClosePrice}}{0.01 \times \text{ClosePrice}} )</td>
</tr>
<tr>
<td>Dell Inc.</td>
<td>154.20978</td>
<td>( \text{ClosePrice} + 0.9 \times \text{ClosePrice} )</td>
</tr>
</tbody>
</table>

![Figure 4.9: IBM close price forecast by PI-CGP](image)
Figure 4.10: Apple close price forecast by PI-CGP

Figure 4.11: Dell close price forecast by PI-CGP
Chapter 5

Conclusions and Future Work

This work introduced PI-CGP, a hybrid algorithm using the structure of CGP genotypes and the probabilistic modeling of PIPE. The performance of the algorithm was evaluated on several benchmarks from the domains of symbolic regression and stock market forecasting.

Performance tests of PI-CGP uncovered mixed results, but overall the results show promise.

On symbolic regression tests with polynomial of degree six, PI-CGP outperformed a GP implementation with modified search. On a polynomial of degree 11, PI-CGP failed to find a target expression. We hypothesize that when the system failed it had become stuck in a local minimum and therefore we attempted to increase the breadth of the search by increasing the population size which contributed positively to the rate of average fitness improvement. We also increased the number of generations to give more time to the population to evolve which resulted in improving the average fitness value. Increasing the learning rate also improved the average fitness and the change in the mean fitness value was statistically significant.

On another symbolic regression problem, we compared the average convergence rate of our approach against CGP with variable cross-over. In this case, PI-CGP had a slower convergence rate. One possible reason for this result is premature convergence. Premature convergence is when programs in the population become similar, but are not the optimal solution to the problem. Increasing the probability of mutation and the mutation rate did not improve convergence but increasing the population size did improve convergence.

In the final symbolic regression problem (the non-trivial function), we compared the performance of our approach against PIPE. PI-CGP failed to find the target model. A possible reason is that the run required more program evaluations. The number of program evaluations used dur-
ing the PIPE run was much higher than the PI-CGP run. Unfortunately runs using more program evaluations failed to finish at the time of writing.

We integrated PI-CGP into SSAS as a plug-in algorithm. Our plug-in algorithm was used to create a data mining solution. In this work, we used PI-CGP to discover patterns in the price time series of several stocks and to forecast stock prices by one day.

During the forecasting problems, we compared our approach to a GP system and a fusion model forecasting tool. In the test against the GP system, the accuracy of our approach on the cross-validation and training period was significant when the window period of the GP system was 300. On the cross-validation period GP with window period 450 performed slightly better than our approach but not significantly better. On the training period the forecast accuracy of our approach was better than GP with window period of 450 but not significantly better.

In the test against the GP system, we found that training our model on a wider range of historical price data would result in better MAE of forecast on the cross-validation period.

In the test against the fusion model, a combination of ANN, GA, and HMM, we found that the accuracy of our approach is similar to that of the fusion model. Specifically, the forecast accuracies of our model were better but not statistically significant for Apple and IBM. The forecast accuracy of the fusion model was slightly better but not statistically significant than our approach for Dell. Considering PI-CGP has not been customized toward forecasting, it is significant that it was comparable to a system designed with specific tools for stock market forecasting (e.g. Hidden Markov Model (HMM) is a statistical tool which has been extensively used for time series forecasting).

## 5.1 Contributions

We have presented PI-CGP, a novel probabilistic model-building CGP which integrates the CGP program representation with the PIPE learning algorithm. PI-CGP does not require pruning to control program size as does PIPE and bloat does not happen in PI-CGP.
We have also integrated the PI-CGP model into SSAS as a plug-in algorithm. In order to discover patterns, we applied the plug-in algorithm to daily closing stock price time series of three stocks. The results show the viability of EDA-GP based systems in the domain of stock market forecasting since PI-CGP, a generic EDA-GP system, was competitive with a system which contains forecasting specific tools. It is possible that by training those specific tools with PI-CGP the results would be an improvement over the fusion model.

5.2 Future Work

Our results on the symbolic regression set of experiments have shown signs of premature convergence to local minimum. Attempts to increase the population diversity by tuning the population size, mutation rate, and mutation probability did not succeed in finding the target expression and improving the convergence to be the at the same level or better than the other approach. Future work could look into techniques to prevent premature convergence such as the approach presented in [32].

Tuning the predefined set of parameters (i.e. finding appropriate values) of an Evolutionary Algorithm for a given problem is essential, as it is beneficial to better performance of the algorithm. It would worth trying an automated parameter tuning approach, Bonesa [33], for symbolic regression and stock market forecasting experiments.

It would be interesting to use PI-CGP with a trading agent to buy and sell stock. PI-CGP would be used to generate trading rules by combining the technical indicators [34], which are used to understand stock market behavior. Such a system could be evaluated based on return on investment [35]. This problem could also be considered as a classification task in data mining, as it will generate rules in the form of \[ \text{If } < \text{condition}_1 > \text{ and } < \text{condition}_2 > \text{ and } ... < \text{condition}_n > \text{ then } < \text{buy signal} >. \]

The tests described in this work used the daily close price of stocks, a worthwhile experiment
would test if the predictions could be improved with additional inputs, for example: open price, high price, low price, and volume. It would also help to get an insight to the relationship between these parameters.

Testing the model on data sets from different time periods would be well worth trying and applying the model to more stocks price time series will allow us to obtain more accurate conclusions about the performance of our model.

Artificial Neural Networks (ANN) have been widely used in time series forecasting, so an interesting future work would be to compare the PI-CGP approach with ANNs.

Using PI-CGP approach for training the ANN is an interesting avenue to be explored, as the combination of GA and ANN has outperformed other models which used statistical and technical models to train the ANN [36].

Our system can be customized toward forecasting by linking it with HMM. PI-CGP may optimize the HMM parameters such as: The number of hidden states, the number of unique observations per state, the state transition probability distribution, the emission probability distribution, and the initial state distribution. HMM is used to identify the patterns in data.
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Glossary

**Artificial Neural Network (ANN)** is a mathematical model inspired by the biological nervous systems. They have a number of inputs and outputs.

**Autoregressive Integrated Moving Average (ARIMA)** is a class of statistical time series analysis models for forecasting a time series.

*bloat* is when the program size increases without any changes in its fitness value.

**building blocks** are simple components for building more complex objects.

**Cartesian Genetic Programming (CGP)** is a Genetic Programming technique which uses a fixed-length structure to encode the programs. CGP represents a program as a directed graph. See Section 2.1.2.

**Compact Genetic Algorithm (cGA)** is a form of EDA which maintains the probability vector as in PBIL but unlike PBIL it samples two individuals. See section 2.1.3.

**Component Object Model (COM)** is a software architecture which allows the re-usability of objects regardless of the programming languages used to implement the objects. A COM object is accessible through a set of interfaces.

**Correlation Coefficient (CC)** is a measure of the linear dependence between two variables.

**crossover** is a genetic operator which switches a part of an individual encoding with a part of another individual encoding in the population.

**Data Mining Extensions (DMX)** is a query language for creating, training, and predicting against data mining models.

**Estimation of Distribution Algorithms (EDAs)** is a class of methodologies that explicitly induces a probabilistic model of the best candidate solutions. See Section 2.1.3.
Evolutionary Algorithms (EAs) are search methods (i.e. population-based search methods) inspired by natural selection and survival of the fittest in living organisms.

Evolutionary Computation (EC) is a subfield of Machine Learning. EC methodologies are inspired by the biological evolution of living organisms. See Section 2.1.

functional redundancy occurs when a function can be implemented with less nodes.

Genetic Algorithm (GA) is a subfield of Evolutionary Algorithms that evolves a population of individuals by methods inspired by the principles of natural evolution, e.g. mutation, crossover, and selection.

Genetic Programming (GP) is an extension of Genetic Algorithms in which the individuals are represented by complex structures. See section 2.1.1.

genotype is the encoding of an individual.

Global Assembly Cache (GAC) is a machine-wide cache which stores the assemblies which have to be shared by several applications on a computer.

Hidden Markov Model (HMM) is a powerful statistical tool for modeling sequences. It can also be used to calculate the probability that a particular sequence was generated by HMM.

input redundancy occurs when one or more of the program inputs are not connected to any nodes.

Knowledge Discovery from Data (KDD) is a field focusing on methodologies to extract knowledge from data. See section 2.2.

local minimum is a minimum within a neighboring set of solutions.

Machine Learning (ML) is a field which studies how computer programs can automatically improve their performance through experience.

Mean Absolute Error (MAE) is a quantity that measures how close forecast values are to the actual values. See equation 4.4.
Mean Absolute Percentage Error (MAPE) is a quantity that measures the accuracy of a method in constructing fitted time series values.\textsuperscript{4.5}

*mutation* is a genetic operator which modifies an individual by changing at least a single gene in its encoding.

*node redundancy* is the result of unconnected nodes in the CGP graph whose output is not connected to a node leading to the program output.

*over-fitting* happens when the evolved model performs well on the training data set, but does not perform well on unseen data.

*phenotype* is the individual’s observable characteristics.

**Population Based Incremental Learning (PBIL)** is the simplest form of EDA and is based on a fixed length binary encoded representation of the individuals. See section 2.1.3.

*premature convergence* is when programs in the population become similar, but are not the optimal solution to the problem.

*primary interop assembly* is a unique assembly that contains the definitions of the types defined by COM. It must be signed by the publisher of the COM type.

**Probabilistic Incremental Program Evolution (PIPE)** is an Estimation of Distribution Algorithms approach in which the structure of the probability distribution model is a program tree. See section 2.1.3.

**Probabilistic Prototype Array (PPA)** is a fixed length array which stores the probability distribution of promising solutions.

**Probabilistic Prototype Tree (PPT)** is a complete N-ary tree which stores the probability distribution of promising solutions.

**Root Mean Squared Error (RMSE)** is a quantity that measures the difference between the forecast values and the actual values. It is defined as the square root of the mean square error.
SQL Server Analysis Services (SSAS) provides the tools to design, create, and manage data mining solutions.

stock market is a public market in which company shares are traded.

Support Vector Machines are supervised learning algorithms that learn by example to classify objects.

symbolic regression tries to find symbolic expressions which fit a given data set.

time series is a series of data points such as stock prices measured in regular time intervals.

Univariate Marginal Distribution Algorithm (UMDA) is a form of EDA in which there is no dependency between the variables of an individual. See section 2.1.3.