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Abstract

Understanding human emotional states is indispensable for our daily interaction, and we can enjoy more natural and friendly human computer interaction (HCI) experience by fully utilizing human’s affective states. In the application of emotion recognition, multimodal information fusion is widely used to discover the relationships of multiple information sources and make joint use of a number of channels, such as speech, facial expression, gesture and physiological processes. This thesis proposes a new framework of emotion recognition using information fusion based on the estimation of information entropy. The novel techniques of information theoretic learning are applied to feature level fusion and score level fusion. The most critical issues for feature level fusion are feature transformation and dimensionality reduction. The existing methods depend on the second order statistics, which is only optimal for Gaussian-like distributions. By incorporating information theoretic tools, a new feature level fusion method based on kernel...
entropy component analysis is proposed. For score level fusion, most previous methods focus on predefined rule based approaches, which are usually heuristic. In this thesis, a connection between information fusion and maximum correntropy criterion is established for effective score level fusion. Feature level fusion and score level fusion methods are then combined to introduce a two-stage fusion platform. The proposed methods are applied to audiovisual emotion recognition, and their effectiveness is evaluated by experiments on two publicly available audiovisual emotion databases. The experimental results demonstrate that the proposed algorithms achieve improved performance in comparison with the existing methods. The work of this thesis offers a promising direction to design more advanced emotion recognition systems based on multimodal information fusion and has great significance to the development of intelligent human computer interaction systems.
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Chapter 1

Introduction

1.1 Background

Recognition of emotional states can help us estimate the desire and future behavior of a person. The users can express feeling and provide feedback through emotions. Different emotional states are usually associated with a broad range of behavioral cues and signals including auditory, visual and physiological presentation. These signals carry sufficient emotional information, making automatic detection of emotions possible. Emotion recognition finds its extensive applications in the area of human computer interaction (HCI), since the information about emotional states could be used to make communication with computers in a more human-like manner. Hence, the detection of user’s emotional states
is a crucial element for developing more effective interfaces between humans and computers, especially in applications of, for example, affective computing, interactive video games, human robot interaction and many other emerging areas [1].

The natural emotional communication is usually performed through two methods including verbal way and non-verbal way. The verbal way involves speech while non-verbal way involves facial expression, body gesture, and sign language. Generally speaking, the data sources used for emotion recognition could come from more than one modality such as audio, video, electroencephalogram (EEG), electrocardiogram (ECG) and so on [2]. Moreover the human brains combine different information into a coherent one, integrate supplementary information, and derive a decision from various modalities of data. Due to complementarity and redundancy of the data coming from these channels, emotion recognition based on multiple modalities is expected to perform more robustly than single modal methods. Hence in affective applications, multimodal information fusion is used for the integration of related information from multiple modalities to enhance the performance of data classification or reduce the uncertainty and ambiguity in decision making.

In this thesis, we use entropy-estimation-based strategies for integrating audio and video information which can lead to improved performance of affective behavior recognition.

Multimodal information fusion refers to a process which achieves more reliable and robust analysis performance by integrating a set of multiple data sources, extracted fea-
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tures, and intermediate decisions [3]. The performance of unimodal based recognition system is usually far from satisfactory, because one modality only may not provide sufficient information and it is vulnerable to the drastic variation and noisy nature of the acquired signals. On the other hand, multiple types of sensors may carry redundant, complementary, or even contradictory information. The integration of multimodal data potentially provides a more discriminatory description of the intrinsic characteristics. Hence, utilizing useful data and eliminating conflict information based on effective fusion algorithms become an increasingly essential issue in numerous research areas.

Multimodal information fusion is also of great importance for human computer interaction application. Since the conventional human computer interfaces are considered too restrictive for natural interaction between human and computer, a great deal of effort has been spent on numerous non-intrusive sensors so that users can conduct their activities in a more natural way without feeling the presence of these sensors, for example audiovisual emotion recognition application. The intention of the users can be inferred from many data sources including voice, facial expression, gesture, and so on. This necessitates the employment of multimodality. Therefore, the objective of this thesis is to propose a more effective framework for emotion recognition based on multimodal fusion which is able to utilize complementary information, eliminate redundant data and improve the accuracy of the overall recognition performance of interactive human computer communication.
1.2 Challenges

Due to the importance of emotion in human communication, many attempts have been made to make computers interact more naturally with human beings. But research on affective computing is a very challenging field due to a variety of reasons. Communication between humans is complex and we still don’t have a complete understanding of how humans process emotions. The motivation for employment of information fusion techniques in bimodal emotion recognition is that we can have more accurate and reliable detection of audiovisual emotional states. However the benefits usually come with certain drawbacks, and in order to accomplish a task better, the challenges resulted from the analysis process cannot be ignored [4,5]. The following issues are a number of important challenges to be addressed.

- The main reason is due to the dissimilar characteristics of the audiovisual modalities involved during fusion process. One issue of concern is that audiovisual modalities are usually captured at various rates in various formats. Furthermore, there is large uncertainty over emotion features, and the features are preferred to be independent of speaker, language, gender and culture. Hence, it is necessary to address several critical issues which include the identification of dissimilar characteristics between different modalities, the synchronization of audio and video modalities, and the
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selection of optimal fusion algorithms.

- The second essential obstacle associated with audiovisual emotion recognition based on multimodal fusion techniques is the variation of input information. Different data sources often have different levels of confidence and uncertainty in various scenarios. The correlation of audiovisual modalities can be perceived at different levels, for example, at early level, intermediate level or late level. A problem to be solved is how to describe the temporal coupling relationship between audio and video streams and preserve their natural correlations over time. On the other hand, the independence among different modalities is also essential, since it provides additional information in accomplishing different tasks. Therefore, when processing multimodal information fusion for emotion recognition, both independence and correlation provide valuable insights under different scenarios.

- Another issue addressed differently by the research community is the architecture of information fusion for bimodal emotion recognition. The speech and facial features can be concatenated to construct joint feature vectors and then modeled by a single classifier at the early stage of fusion. But early fusion increases the dimensionality and may suffer from the problem of data sparseness. On the other hand, audiovisual signals can be modeled by the corresponding classifiers and then the recognition
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results from each classifier are integrated at the late stage of fusion. Although late fusion enables us to interpret the role of multiple modalities, mutual correlation among multiple modalities is usually not taken into serious consideration. Hence optimal fusion architecture for bimodal emotion recognition is necessary.

To address these problems, the analysis and fusion process needs to treat the above issues properly. The optimal selection of the techniques and algorithms used for fusion is one of the primary elements to the performance and accuracy of emotion recognition systems. Therefore many research investigations have been carried out into the improvement of emotion recognition techniques, but we are still far from a satisfactory performance of affective computing systems.

1.3 Contribution of the Thesis

This thesis systematically studies audiovisual emotion recognition approaches using multimodal information fusion based on entropy estimation. A set of contributions which this thesis has made are summarized as follows.

- We present a novel framework of multimodal emotion recognition using information fusion approach based on entropy estimation. Audio and visual channels are utilized to classify and detect emotional states for intelligent human computer in-
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terfaces. We propose a new dual-level framework of multimodal information fusion which consists of feature level fusion module based on kernel entropy component analysis and score level fusion module based on maximum correntropy criterion. Our extensive experimental study on eNTERFACE emotion database and RML emotion database demonstrates that the proposed methods are capable of providing improved performance. The comparison with other methods shows that the proposed two-stage fusion platform outperforms the traditional algorithms in terms of both accuracy and reliability. To our knowledge, the present work is the first investigation focusing on implementing entropy estimation based fusion approaches in bimodal emotion recognition system.

- We introduce kernel entropy component analysis based strategy for information fusion at feature level. Information fusion and dimensionality reduction of feature vectors are critical issues of feature level fusion. However, most previous methods depend on the analysis of the second order statistics which is only optimal for Gaussian-like distributions. In order to overcome this problem, our analysis provides a strategy for implementing the techniques of information theory into the application of feature level fusion. Moreover, the proposed feature level fusion framework is applied in the application of audio emotion recognition. Our objec-
tive is to boost the accuracy of speech emotional classification by fully utilizing the audio features. The proposed method is validated using data obtained through emotion databases. The developed application represents a feasible solution to speech emotion recognition which can easily be integrated into human computer interaction systems.

- Taking into consideration of the limitations of existing predefined rule fusion methods, we propose a novel approach based on maximum correntropy criterion for score level fusion. Since the distributions of matching scores at score level usually do not have clear boundaries and it is not prudent to make assumption of parametric probability density function (PDF) models, we utilize similarity metrics with information theoretic learning principles to integrate the matching scores. Our proposed score level fusion method is implemented in the application of audiovisual emotion recognition. Since humans express emotions through various channels, emotional states can be perceived by combining emotional cues derived from multiple modalities. It is believed that audio and visual channels are correlated and they may contain supplementary information. The novelty of the proposed method is an optimal fusion framework of audiovisual emotion recognition which integrates the advantages of information theoretic learning techniques and information fusion
strategies. In comparison with the results given by other methods, the experimental results clearly demonstrate that the proposed two-stage fusion method can boost the performance of multimodal emotion recognition system.

1.4 Organization of the Thesis

The organization of this thesis is as follows:

Chapter 1 presents the general background of emotion recognition and information fusion, the contribution of this research, and the organization of this thesis.

Chapter 2 provides a detailed review of the related works. It covers the introduction and related applications about emotion recognition and information fusion.

Chapter 3 presents the information-theoretically optimal tools in detail. It describes the connection between the techniques of information theory and the application of multimodal information fusion. A new application of speech emotion recognition based on feature level fusion using kernel entropy component analysis is described in this chapter. The extraction and fusion of audio features are discussed. The effectiveness of the proposed method is demonstrated through extensive experimentation.

Chapter 4 introduces a new score level fusion strategy based on entropy estimation. Different methods of score level fusion are discussed, and the tools of information theoretic
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learning, such as correntropy and maximum correntropy criterion, are described. A score level fusion algorithm using maximum correntropy criterion is presented. A two-stage fusion framework of audiovisual emotion recognition combining feature level and score level is proposed. The design of system structure for bimodal emotion recognition is introduced. The experimental results on both feature level and score level are reported. Improved performances have been achieved in accuracy and reliability.

Chapter 5 summarizes the works presented in this thesis and proposes the possible directions for future research.
Chapter 2

Literature Review

2.1 Overview

Analysis and recognition of human emotional behavior have gained a lot of interest and emotion recognition is considered an essential step towards building efficient and practical intelligent human computer interfaces. Hence there are a number of studies in the literature which have been conducted to recognize emotions through various types of features, classifiers and fusion methods. In order to obtain more reliable estimation of human emotions, more information sources are taken into account. The multimodal fusion approaches increase the confidence of the results and decrease the level of ambiguity with respect to the emotions. The emotion recognition using multiple modalities is more
complicated due to the asynchronous characteristics of the emotion patterns and the correlation possibly occurring in different channels. Hence many fusion approaches have been exploited in recent years. This chapter provides a brief review of the related works in the fields of emotion recognition and information fusion.

2.2 Emotion Recognition

2.2.1 Introduction

Effective interpretation and analysis of human behavior characteristics are of fundamental significance in the design of intelligent human computer interaction systems [6]. But the traditional human computer interfaces are not ideal for natural communication between humans and computers. Hence the need for more friendly and natural communication interface between humans and machines has arisen, and extensive efforts have been committed to improve non-intrusive sensors which could help users communicate freely. Among various interaction media, emotional sensitivity is believed to be a key element toward more human-like interaction. Obviously, analyzing emotion states in real time without human intervention could largely help understand the behavior of humans. Emotions carry information such as desire, intent and response to some events. It is believed that there exist a number of emotions which are basic and can be recognized
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Emotional states are homogeneously expressed through bodily and physiological cues, such as speech, facial expression and other information sources. Among these modalities, audio and video streams are the most fundamental and natural communication means of human beings. Therefore, in order to translate users’ emotions reliably, a number of user-independent emotion assessment techniques based on speech, facial expression and other data sources have been developed recently.

With the progress in machine learning and data mining, emotion recognition has been applied to several domains. However, due to the complex nature of human emotions, the task of emotion recognition based on multimodal information is challenging, and the applications are still limited to simple informational dialog systems. The difficulties can be summarized into three aspects [8]. First of all, since machine learning techniques are rarely independent of the application domain, it is essential to design optimal recognition algorithms which are the most suitable and efficient in characterizing different emotions without depending on speakers. The second obstacle is created by data variability, which is introduced by several facts, like speaking styles and speaking rates of different speakers, variations of head pose and lighting conditions, and subtle facial behaviors. The commonly used algorithms are vulnerable to these shortcomings. Last, the complicated correlation between different modalities results to another issue. Most existing works have not built up a close relationship between the features. Therefore, a proper selection
of fusion algorithms is believed to affect the classification performance significantly.

A concept of discrete emotion models has to be chosen to deal with multimodal emotion recognition, since the term emotion itself is an abstract concept which describes human feelings. Emotion models based on discrete categories have been proved useful in empirical studies. Hence we have to integrate emotions into quantifiable categories. It is widely accepted that several discrete categories of emotion have been shown to be universal across cultures and age groups [8]. A number of attempts have been made to define basic emotion categories. The investigation on emotion in psychology and neurophysiology reveals that the fundamental states of human emotion include happiness, sadness, anger, fear, surprise, and disgust [9]. Generally speaking, these six emotion states are not culturally determined, but universal to human nature biologically. In this thesis, these six principal emotion states are the focus of study. A wide investigation shows that some of the emotions are audio dominant, and the others are visual dominant. Hence it is important to study the joint characteristics of audio and visual channels. It is widely believed that when one modality is not good enough to determine a certain emotion, it is highly probable that the other one can help derive more complete, precise and discriminatory results. Therefore, the integration of audiovisual data will likely improve the performance of emotion recognition systems.

Many solutions have been proposed to process spoken utterance and facial expression
to identify the emotional information. However, this requires sufficient artificial intelligence. Although a few tentative systems have been developed for audiovisual emotion recognition, we are still far from having natural emotion interaction between man and machine due to the limits in efficiency, accuracy, and generality of the proposed systems. In [10, 11], we can find the review of cutting-edge works in multimodal emotion recognition. A number of multimodal systems have been proposed in the literature in a broad spectrum of scenarios, such as intelligent human computer interaction, security and surveillance, online entertainment and education, etc. Nowadays low cost devices can easily capture human emotion, which makes emotion recognition system more economically feasible for deployment. Hence automatic detection of user emotions has been applied to a variety of applications, including intelligent household robot for natural and friendly interaction with human beings [12] and fear type emotion recognition system dedicated to visual-audio surveillance [13].

2.2.2 Related Works

Since emotion recognition starts to attract the attention of research community, research works have been conducted from many perspectives. Combining multiple modalities, features and classifiers becomes the subject of main research stream. In the previous studies, one of the aspects is the investigation on the features of emotion representation.
Another aspect of the related research is based on the classification techniques. A number of efforts have been reported that different types of classifiers are integrated in the systems. Moreover, a few advanced fusion frameworks have been developed to utilize complementary modalities, features and classifiers. The interdependency and correlation of the affective features are of importance for multiple-level fusion. It is believed that hybrid fusion which aims at combining the benefits of both low level fusion and semantic level fusion may be a good choice for fusion problem [14]. Hence information fusion has huge potential for the realization of efficient interactive emotion recognition systems. Here, certain main research works are described in brief.

Emotions are usually expressed through speech, facial expression, posture and as well as through physiological signals, for instance brain activity, heart rate, muscle activity, blood pressure and so on. Many emotion theories reveal that audio, video and physiological signals are useful for emotion recognition. There are a number of advantages of using multiple cues for emotion recognition, since one channel may not involve all emotions. This has motivated intensive research of emotion recognition in discovering the significant manner of the multiple features on specific emotions. Certain techniques for emotion recognition based on various modalities can be found in the literature. In the following, we present a number of typical applications in recent works in the field of multimodal emotion recognition.
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One of the typical examples is a new multi-resolution approach to recognize and predict emotion from the measured physiological signals presented by Verma [15]. The multimodal physiological signals are electroencephalogram (EEG) and peripheral signals including blood volume pressure, respiration pattern, skin temperature, galvanic skin response (GSR), electromyogram (EMG) and electrooculogram (EOG) provided in the DEAP database. Discrete wavelet transform, a classical transform for multi-resolution signal analysis has been used. The features from each channel are considered with equal importance. Early fusion and late fusion based on support vector machine (SVM), multilayer perceptron (MLP), k-nearest neighbor (K-NN) and meta-multiclass (MMC) classifiers are compared respectively. The experimental results clearly prove the highest accuracy of the method based on SVM. Moreover, Maaoui et al. presented two methods based on feature level and decision level to integrate facial and physiological modalities to improve the accuracy and robustness of the emotion recognition system [2]. At feature level fusion, the mutual information approach is tested for selecting the most relevant features and principal component analysis is used to reduce the dimensionality. For decision level fusion, two methods including voting process and dynamic Bayesian networks are implemented. The system is validated using the data obtained through an emotion elicitation experiment based on international affective picture system. The experimental results show that feature level fusion is better than decision level fusion.
In contrast to emotion recognition through speech and facial expression, Houjeij et al. designed a system for emotional classification from human dialogue based on text and speech context [1]. The work focuses on music mood classification based on the combination of lyrics and audio features. The proposed system concatenates text and speech features and feeds them as an input to the classifier. A decision level fusion technique is used to obtain a weighed sum of classifier scores from the probability estimators of k-NN classifiers. The comparison of the experimental results obtained in each case shows that the hybrid text-speech approach achieves better accuracy than speech or text modality alone.

In addition to exploration of different modalities, research is also focused on finding reliable informative features and combining efficient classifiers in order to improve the performance of emotion recognition in practical applications. A variety of pattern recognition methods are utilized to construct a classifier and the widely used classification methods for emotion recognition include support vector machines (SVM), hidden Markov model (HMM), Gaussian mixture model (GMM), Bayesian network, neural network, decision tree and so on. The classification methods used in emotion recognition can be typically divided into linear and nonlinear methods. Linear method is based on linear weighted combination of object characteristics. On the other hand, non-linear method performs the classification by making a decision through non-linear integration of input
features. Many studies show that non-linear method is more appropriate for combining
the multiple sources of information. And it is more widely used and more effective in
classifying the overlapped emotional states. A variety of systems have been developed for
emotion related applications, and some typical applications are described in the following
paragraph.

One recent application presented by Milton et al. is a class-specific scheme to rec-
ognize emotions from speech signals [16]. The scheme is designed by multiple parallel
classifiers, including k-nearest neighbor (k-NN), Gaussian mixture model (GMM), back
propagation artificial neural network (ANN) and support vector machine (SVM) classi-
fiers, each of which is optimized to a class. Each classifier for an emotional class is built
by a feature identified from a pool of features and a classifier identified from a pool of
classifiers, which can optimize the recognition of particular emotion. The classification
is done in two levels. In the first level, features and classifiers for each emotion are em-
ployed, and in the second level, the predictions of the first level classifiers are combined
using multiplication of probability, average of probability and un-weighted voting to take
a final decision on the detected emotion. The experimental results show that the pro-
posed scheme improves the emotion recognition accuracy. Furthermore, Vayrynen et al.
presented a decision level fusion architecture based on multiple k-NN classifiers for mul-
timodal speech prosody and vocal source [17].
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forward floating search (SFFS) algorithm are used to produce expert classifiers. Automatic classification tests in five emotional classes demonstrate that higher emotional classification performance is achievable using both prosodic and vocal source features. In addition, Wu et al. presented an approach to emotion recognition of affective speech based on multiple classifiers using acoustic prosodic information (AP) and semantic label (SL) [18]. Three types of models, Gaussian mixture model (GMM), support vector machine (SVM) and multilayer perceptron (MLP) are adopted as the base-level classifiers. A meta-decision tree is employed for classifier fusion to obtain the AP-based emotion recognition confidence. For SL-based recognition, semantic labels derived from an existing knowledge database are used to automatically extract emotion association rules (EAR) from the recognized word sequence of affective speech. The maximum entropy model is utilized to characterize the relationship between emotional states and EAR. Finally, a weighted product fusion method is used to integrate the AP-based and SL-based recognition results for the final emotion decision.

Most of the previous works focus on combining different modalities and classifiers directly for automatic emotion recognition. However, base level integration may not perform well on all emotional states. Developing optimal design strategies for emotion recognition is always an active research field. Some studies have proven that more complicated hybrid fusion approaches can achieve higher recognition performance than
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individual classifiers. Hence recently many researchers in the field of multimodal emotion recognition have exploited a synergistic combination of different modalities, features and classifiers. The multimodal integration of emotion recognition can be done by taking into account features and classifiers at different levels of analysis. We usually tackle the integration in the form of fusion at low, intermediate or high levels. Low level is also called early fusion, while high level fusion is also called late fusion. A few new approaches of multimodal analysis for the improved emotion recognition results have been proposed. The following applications are the typical examples in this aspect.

For example, Ooi et al. presented a new architecture of intelligent audio emotion recognition based on prosodic and spectral features [19]. It has two main paths in parallel and can recognize six emotions. The extraction of audio features is followed by bi-directional principle component analysis (BDPCA), linear discriminant analysis (LDA) and radial basis function (RBF) neural classification. Feature level and decision level fusion modules have also been used at the final stage to assist weight assignment and decision making. Simulation results and comparison have revealed good performance of the proposed recognizer. Moreover, Bejani et al. simulated human perception of emotion through combining emotion-related information using ANOVA feature selection method and multi-classifier neural networks [20]. Speech emotion recognition is based on prosody features and mel-frequency cepstral coefficients (MFCC), and facial expres-
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Emotion recognition is based on integrated time motion image and quantized image matrix. A feature selection method based on the analysis of variations (ANOVA) is used. The experimental results show that using hybrid features and decision level fusion improves the outcome of unimodal systems. Another recent application described by Sayedelah is a bimodal feature-decision fusion approach to enhance the performance of estimating emotions from spontaneous speech conversations [8]. The feature vectors consisting of audio information are extracted from the whole speech sentence, and they are combined with the video features of the individual key frames representing that sentence. The final estimation is calculated by a decision level fusion of predictions from all corresponding frames. The performance is compared with two fusion approaches, the decision level fusion using weighted linear combination and a simple feature level fusion. The experimental results show improvement in correlation between emotion estimation and audio references. In addition, Xu et al. described a multimodal emotion recognition fusion framework based on HMM and ANN [21]. This framework is designed to extract and integrate features from both video sequences and speech signals. It is constructed from two hidden Markov models (HMMs) representing video and audio streams respectively. Artificial Neural Network (ANN) is applied as the whole fusion mechanism. Two important phases for HMMs are facial animation parameter extraction from video sequences based on Active Appearance Model (AAM), and pitch/energy feature extraction from
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speech signals. The experiments indicate that this approach has better performance and robustness than methods using video or audio separately.

All the studies reviewed above have demonstrated that human emotional states can be detected through vocal prosody, facial expressions, gestures and others physiological signals. And it is believed that the performance of emotion recognition systems can be improved by employing multimodal fusion. There are a number of research works in the field of emotion recognition which highlight the benefits of fusion mechanism, but we are still far from a satisfactory multimodal fusion framework for emotion recognition.

2.2.3 Publicly Available Databases

The first requirement to develop emotion recognition system is the acquisition and validation of emotion data. The performance and robustness of the recognition system are easily affected, if it is not well-trained with sufficient and suitable data in the databases. Therefore, we need publicly available databases to evaluate the performance of emotion recognition. Recent advances have motivated many researchers to create emotion databases. These databases contain audio, visual or audiovisual and physiological emotion data. The popular databases include eNTERFACE database, RML database, TRECVID database, BANCA database, M2VTS database, BIOMET database, MUCT database and DEAP database. There are a number of available datasets which can be used for various research
tasks, however, there lacks any standardization effort for a common database.

The eNTERFACE audiovisual emotion database is a reference database for testing and evaluating video, audio or joint audiovisual emotion recognition algorithms [22]. The evaluation of algorithms can be performed on this database for multimodal signal processing tasks, such as multimodal person identification or audiovisual speech recognition.

Ryerson Multimedia Research Laboratory (RML) also makes ongoing efforts to build multimodal databases related to emotion recognition. The RML emotion database is language and cultural background independent audiovisual emotion database [23]. The video samples were collected from eight human subjects, speaking six different languages and six basic human emotions are expressed. It contains 720 audiovisual emotional expression samples.

The TREC Video Retrieval Evaluation (TRECVID) is a TREC-style database for video analysis and retrieval evaluation [24]. TRECVID has test data from a small number of known professional sources, such as broadcast news organizations, TV program producers, and surveillance systems. Features from visual, audio and caption tracks in TRACVID datasets are extracted and utilized in various multimedia fusion tasks, for example video shot retrieval based on fusion methods, semantic video analysis using multimodal fusion, news video story segmentation using multi-level fusion, and semantic concept detection based on discriminative model fusion.
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The BANCA database is a multimodal database intended for training and testing multimodal verification systems [25]. BANCA was captured in four European languages in two modalities (face and voice). The subjects were recorded in three different scenarios, controlled, degraded and adverse over 12 different sessions.

The XM2VTS database is a large multimodal database for face analysis [26]. It contains four recordings of 295 subjects captured onto high quality digital video. Each recording contains a speaking head shot and a rotating head shot. This database can provide color images, sound files, video sequences and 3D Model.

The BIOMET multimodal database for person authentication contains five different modalities which include audio, face images (3 cameras), hand image, fingerprint and on-line signature [27]. For the face images, a camera prototype was designed to suppress the influence of ambient light. Moreover a 3D acquisition system prototype and a standard digital camera were used.

The MUCT face database is a freely available database of face images [28]. A wide range of subjects were photographed. It consists of 3755 faces with 76 manual landmarks. Compared to existing publicly available 2D manually landmarked databases, the MUCT database provides more diversity of lighting, age, and ethnicity. The MUCT data is suitable for training and evaluating a wide assortment of models.

The DEAP database is a multimodal database for emotion analysis using physiological
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It contains electroencephalogram (EEG) and peripheral signals from 32 participants. The EEG signals were recorded from 32 active electrodes, whereas peripheral physiological signals include GSR, skin temperature, blood volume pressure, respiration rate, electromyogram (EMG) and electrooculography (EOG). In addition, frontal face video was also recorded. The participants were recorded as each watched excerpts of music videos and rated each video in terms of the levels of arousal, valence, like, dislike, dominance and familiarity.

2.3 Multimodal Information Fusion

2.3.1 Levels of Fusion

Regarding the existing approaches, the schemes of information fusion are roughly classified into early, intermediate and late stages. In addition, many fusion schemes have been explored in the task-specific context. For a specific application, the existing fusion approaches can be divided into five modules including sensor level fusion, feature level fusion, score level fusion, decision level fusion and hybrid fusion [30].

Sensor Level Fusion

Sensor level fusion, which is also known as data level fusion, refers to the combination
of data from multiple sensors to perform inferences which may not be possible from a single sensor or source alone [31]. One of the typical examples of sensor level fusion is sensing a speech signal simultaneously with two different microphones. The data from different types of sources are integrated using techniques drawn from several disciplines, such as statistical estimation, signal processing, pattern recognition, and artificial intelligence. Sensor level fusion is believed to have the potential for enhancing the performance of analysis and recognition. However, due to a number of challenges, current techniques have failed to achieve its full potential. The reason sensor level fusion is not widely utilized is because it usually cannot be implemented for multimodal information fusion due to the incompatibility of data from heterogeneous data sources.

One of typical applications of sensor level fusion is spatially optimized data/pixel-level fusion of 3D shape and texture for face recognition described by Faisal [32]. Fusion functions are objectively optimized to model expression and illumination variations in linear subspaces for invariant face recognition. In addition to spatial optimization, multiple nonlinear fusion models are combined to enhance the learning capabilities. Moreover, Gilula et al. presented a framework of multi-level categorical data fusion using partially fused data [33]. This approach extends previous methodologies and applies to categorical variables with any number of levels. Using information from partially fused data, the method smoothly accommodates a Bayesian approach based on mixtures of
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Joint distributions constructed using evident dependence. In addition, Noore et al. described a novel wavelet based data level fusion algorithm which combines information from fingerprint, face, iris, and signature images of an individual [34]. This computationally efficient biometric fusion algorithm integrates information from four biometric images into a single composite image using multi-level discrete wavelet transformation. This approach reduces the memory size, and increases the recognition accuracy using multi-modal biometric features.

**Feature Level Fusion**

Feature level fusion is also called early fusion, referring to the combination of different feature vectors, obtained either with different modalities or by applying different feature extraction algorithms to the same modality [35]. This level of fusion requires a discriminative representation of the original data, so feature level fusion usually contains feature extraction process to achieve a compact representation of the original feature vectors. Since feature level contains richer information about the raw data, the fusion at feature level is expected to perform better in some scenarios in comparison with fusion at score level and decision level. Other advantages of fusion at feature level are simple implementation and requirement of only one learning phase. Moreover, fusion at the early stage has the advantages that it is able to provide the classifiers with better discriminatory ability.
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by exploiting the co-variation and correlation between different modalities. For example, concatenating the feature vectors which have been extracted from two modalities, like audio and video signals, is a typical application of multimodal information fusion.

However, sometimes the performance of feature level fusion is not satisfactory. The main reason is that the obtained features may not be compatible because of difference in the nature of modalities, since it is hard to achieve time synchronization and same format, and difficult to learn intrinsic correlation among heterogeneous features. Furthermore, the high dimensionality of the concatenated feature vector presents challenges for the design of classifiers, which largely increases the computational load. This problem is known as “curse of dimensionality”. In order to overcome this disadvantage, some standard dimensionality reduction techniques, such as linear discriminant analysis (LDA) and principal component analysis (PCA), have been applied. Therefore, more sophisticated design is needed to process the concatenated data at feature level. Figure 2.1 shows a schematic representation of bimodal audiovisual fusion at feature level. In this figure, the data from different channels, such as audio and video streams, are extracted into feature vectors. The extracted features are first merged by feature fusion unit, and then the combined feature vector is input into classifiers for further analysis.

A number of systems based on feature level fusion have been developed. For example, Yang et al. described a feature level fusion framework of fingerprint and finger-vein for
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Figure 2.1: Feature level of bimodal audiovisual fusion.

personal identification [36]. The fingerprint and finger-vein features are first extracted using a unified Gabor filter framework. Then a supervised local-preserving canonical correlation analysis method is employed to generate fingerprint-vein feature vectors in feature level fusion. The nearest neighborhood classifier is used for personal identification. This approach has a high capability in fingerprint-vein based personal recognition as well as multimodal feature level fusion. Furthermore, Ross et al. presented several feature level fusion strategies using hand and face biometrics, such as fusion of PCA and LDA coefficients of face, fusion of face and hand modalities, and fusion of LDA coefficients corresponding to the R,G,B channels of a face image [35]. It is shown that the feature selection scheme ensures that redundant feature values are detected and removed.
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before invoking the matcher. Recently, Feng et al. presented a common theoretical framework for multiple model fusion at feature level using multi-linear subspace analysis [37]. One disadvantage of multi-linear approach is that it is hard to obtain enough training observations for tensor decomposition algorithms. To overcome this difficulty, the $M^2SA$ algorithm is adopted to reconstruct the missing entries of the incomplete training tensor. Furthermore, this framework is applied to the problem of face image analysis using Active Appearance Model (AAM) to validate its performance. Evaluations of AAM using the proposed framework are conducted with promising results.

**Score Level Fusion**

Score level fusion, which is known as intermediate level fusion, refers to the combination of matching scores provided by different modalities [38]. Although feature sets have rich sources of information, the features from different modalities may not be compatible. Moreover large dimensionality of a feature space might lead to irrelevant and redundant information. On the other hand, fusion at decision level is considered to be rigid due to the lack of information content. Hence score level fusion is fairly popular due to easy availability of the scores and sufficient information to discriminate between genuine and imposter scores. At score level, it is possible to combine scores obtained from the same modalities or different ones. Its advantages include simple implementa-
2.3. MULTIMODAL INFORMATION FUSION

Figure 2.2: Score level of bimodal audiovisual fusion.

...tion and scalability. This level of fusion can be divided into two categories, combination and classification [39]. Regarding combination, the score is combined by normalizing the input matching scores into the same range. In terms of classification, the matching scores are viewed as input features for a second level classification. However, the fusion at score level has disadvantages, including failure to utilize correlation at feature level and tedious learning process. Figure 2.2 shows a schematic representation of bimodal audiovisual fusion at score level. The data from different streams are extracted into feature vectors. The feature vectors are transformed into matching scores in score fusion unit. Score fusion unit integrates the scores and obtains the final result.
There are a number of typical applications developed by research community. For example, Karthik et al. presented quality-based score level fusion in multi-biometric system [40]. The quality of biometric samples has a significant impact on the accuracy of a matcher. Therefore, dynamically assigning weights to individual matchers based on the quality of samples can improve the overall recognition performance of a multi-biometric system. The likelihood ratio-based fusion scheme takes into account the quality of the biometric samples while combining the match scores provided by the matchers. Another recent application is a score level fusion framework of multimodal biometrics using triangular norms presented by Hanmandlu [41]. The scores from multiple biometrics are combined at score level using triangular norms (t-norms). T-norms achieve better performance over the traditional methods like SVM and linear regression. In addition, Dass et al. described an optimal framework for combining the matching scores from multiple modalities using the likelihood ratio statistics of the generalized densities estimated from the genuine and impostor matching scores [42]. The fusion approaches for combining the generalized densities include copula models which consider the dependence between the matching scores, and the product rule which assumes independence between the individual modalities.
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**Decision Level Fusion**

Decision level fusion is also called late fusion which refers to the combination of decisions from separate classifiers [43]. It involves the combination of likelihood values or probability scores obtained from separate single modality to come up with a combined decision. Generally speaking, decision level fusion needs employment of independent classifiers for every modality and integration of the likelihood scores based on the strategies of reliability estimation. The organization of the correspondence between the channels is made during the integration step only. Late fusion has some obvious advantages. The fusion at decision level usually processes information with the same representation. Moreover, scalability is also one of its merits. The fusion at this level allows extensive flexibility in the choice of individual classifiers. It also simplifies the algorithm development process. However, the fusion at decision level might lose too much useful information.

Figure 2.3 shows the scheme of bimodal audiovisual fusion at decision level. In this figure, the decisions made by the classifiers are combined in decision fusion unit for further analysis. The final results are usually achieved by linear weighted sum or linear weighted product.

Some researchers have successfully adopted decision level fusion strategy. For example, Zhou et al. presented a facial expression recognition method based on global and
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local features with decision level fusion [44]. Local directional pattern (LDP) global features of the whole face are extracted, which can guarantee basic expression difference and decrease the influence of non-facial region. Local directional pattern variance (LDPv) descriptor is used to extract local features of regions of eyes and mouth, and extrude their contribution on expression changes. After feature extraction, instead of simple feature concatenation, a decision level fusion for global LDP feature and local LDPv feature is selected. Moreover, another typical application is decision level integration system for multimodal emotional expression analysis presented by Metallinou [45]. Face, voice and head movement cues for emotion recognition are estimated and the classifiers are integrated using a Bayesian framework. The facial classifier has the best performance

Figure 2.3: Decision level of bimodal audiovisual fusion.
followed by the voice and head classifiers and the multiple modalities seem to carry complementary information, especially for happiness. Decision fusion significantly increases the average accuracy from 55% to about 62%.

**Hybrid Fusion**

In hybrid fusion strategy, the correlation among different modalities and levels becomes more critical. The correlation is comprehended at various levels, and there are numerous forms of correlation utilized in multimodal fusion process. For instance, in the scenario of audiovisual speech recognition task, a hybrid fusion can be realized by a combination of feature level fusion with decision level fusion [46]. Recently various kinds of analysis problems have been solved by hybrid fusion. Singh et al. described a two-level hierarchical fusion of face images captured under visible and infrared light spectrum to improve the performance of face recognition [47]. Information fusion is performed at both image level and feature level to generate a fused feature vector. At image level fusion, two face images from different spectrums are fused using Discrete Wavelet Transform (DWT) based fusion algorithm. At feature level fusion, the amplitude and phase features are extracted from the fused image using 2D log polar Gabor wavelet. An adaptive SVM learning algorithm intelligently selects either the amplitude or phase features to generate a fused feature set for improved face recognition. Another work presented by Hussain et
al. is a hybrid fusion approach for detecting physiological features from multiple channels using machine learning techniques [48]. First the classification decision from individual channels is obtained and all selected features are merged to achieve the feature fusion. The decision fusion is performed based on weighted majority voting. The experimental results show that the best performance is achieved by using the hybrid framework.

2.3.2 Fusion Algorithms

The major fusion methods reported in the literature can be divided into three categories: rule based methods, classification based methods, and estimation based methods [30]. The following section describes a number of major strategies and their applications, including fixed rules, custom defined rules, support vector machine, probabilistic inference, Dempster-Shafer theory, and dynamic Bayesian network.

**Fusion Based on Fixed Rules**

The fusion based on fixed rules is the most popular method in this category including AND rule, OR rule, majority voting rule, maximum rule, minimum rule, sum rule, product rule, mean rule and so on [49]. In AND fusion, the outputs of different classifiers are compared to a preset threshold. An acceptance decision is reached only when all the classifiers agree. While in OR fusion, a positive decision is made as soon as one of the
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classifiers makes an acceptance decision. In majority voting rule, the outputs of different classifiers are tested by a threshold and a decision is reached based on the majority of classifiers declaring the same decision. Maximum rule and minimum rule select the decision having the largest or least value amongst the modalities involved. In sum rule or product rule, the decision is computed by adding or multiplying the results for all modalities. A brief description of typical applications is as follow. Using linear weighted rule, Yang et al. assigned equal weights to the different modalities in a multimodal fusion system for people detection and tracking [50]. Moslem et al. presented a framework of multichannel uterine electromyogram (EMG) signals by using a weighted majority voting decision fusion rule [51]. In addition, a typical application for sum rule is a new classification framework based on sum-rule fusion of fuzzy k-NN classifiers presented by Chua [52].

Fusion Based on Custom Defined Rules

Since fixed rule fusion method is straightforward as well as computationally less expensive, it has been widely used. This method performs well if the weights of different modalities are appropriately determined. However, since the optimality of most fusion rules relies on the knowledge of probability distributions for all sensors, the overall performance is often worse than the expected result due to instabilities of the sensor’s prob-
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ability density functions. Unlike the above fixed rule approaches which use standard statistical rules, custom defined rule based fusion has the flexibility of adding rules based on the requirements of specific tasks. However, it is domain specific and requires proper knowledge. This fusion method is widely used in the areas of multimodal dialog systems, sports video analysis and so on. For example, Pfleger described a flexible and generic approach to multimodal fusion which is called context based multimodal integration \[53\]. This rule based integration approach is able to meet all demands which a fusion component for a multimodal dialogue system has to deal with. Another work is a new decision fusion rule presented for target detection in distributed sensor detection system \[54\]. The fusion method derives the overall decision based on multiple decisions from each individual sensor assuming that the probability distributions are not known.

**Fusion Based on Support Vector Machine**

Support vector machine (SVM) is one of the most effective classification techniques used in two-class problems \[55\]. Especially in the domain of multimedia, SVM has become increasingly popular, and it has been used for different tasks including concept classification, feature categorization, modality fusion, text categorization, face detection and so on. SVM is formalized as an optimization problem which finds the best hyper-plane vectors by maximizing the margin between different sets. The transformation is
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Figure 2.4: SVM based score classification of combined information.

non-linear and the transformed space is of higher dimensionality than the original one. Hence, generally speaking, SVM is considered as a supervised learning method and used as an optimal classifier. The following Figure 2.4 shows SVM based score classification of combined information from multiple intermediate data. There are many existing works which have used a fusion scheme based on SVM. For instance, a hybrid fusion approach has been realized as normalized early fusion and contextual late fusion for semantic indexing of multimedia resources based on visual and text cues [56]. In addition, Adams et al. presented a learning based approach to the semantic indexing of multimedia content using cues derived from audio, visual, and text features [57]. Furthermore, a facial expression recognition based on local directional pattern using SVM decision level fusion is one of the most recent works [44].
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Fusion Based on Probabilistic Inference

Probabilistic inference has been widely used, and it is often referred to as classical sensor fusion method. Probabilistic inference can be applied at both feature level and decision level. In this method, multimodal information is combined according to probability theory, like Bayesian inference [58]. The observations obtained from multiple modalities are integrated, and an inference of the joint probability of an observation is derived. There are various advantages of probabilistic inference. For example, it allows for any prior knowledge about the likelihood of the hypothesis. Based on the new observations, it can update a priori probability in order to compute the posterior probability of the hypothesis. However, probabilistic method has some limitations. It requires priori and conditional probabilities. If the knowledge of priors has mutually exclusive hypotheses and uncertainty, the method would usually provide ambiguous results. The method of probabilistic inference, especially Bayesian inference, has been successfully used in multimodal information fusion. The research work for audiovisual speech recognition in [59] is one of the typical examples of Bayesian inference fusion at feature level for event detection in multimedia surveillance domain. Moreover, Xu et al. described a framework which utilizes both internal audiovisual features and various types of external information sources for event detection in team sports video [60]. Another work presented by
Pradeep et al. is to adopt a Bayesian inference fusion approach at hybrid levels, such as feature level and decision level [61].

**Fusion Based on Dempster-Shafer Theory**

Dempster-Shafer (DS) theory is an efficient method of combining accumulative evidences or for changing priors in the presence of new evidence [62]. Since DS evidence uses belief and plausibility values to represent the evidence and its corresponding uncertainty, it has the preference of many researchers. What is more, DS method can relax the restriction of Bayesian inference method on mutually exclusive hypotheses; therefore it can be regarded as an extension of the classical Bayesian theory. Some representative research works utilize DS fusion method for various multimedia analysis tasks, such as segmentation of satellite images [63], video classification [64], and fingerprint classification [65]. For example, Singh et al. presented a fingerprint classifier fusion algorithm using DS theory with update rule [65]. Another application is visual tracking system with spatio-temporal DS information fusion [66].

**Fusion Based on Dynamic Bayesian Network**

Bayesian inference can be extended into a network in which edges denote probabilistic dependencies and nodes represent observations or states of different modalities, like audio and video [67, 68]. Dynamic Bayesian network (DBN) is suitable for various multimedia
analysis tasks which require decisions to be performed using time-series data. DBN has advantages over the other methods in two aspects [69]. The first one is that DBN is able to model the multiple dependencies among the nodes. The second one is that the temporal dynamics of multimodal data can easily be integrated. The most popular form of DBN is hidden Markov model (HMM). Since the fusion of input data usually focuses on time-dependent patterns, HMM has been seen as one of the best choices when considering the different alternatives among statistical models. Single HMM has been widely used to process the joint audiovisual features. For example, Dumas et al. presented a multimodal fusion algorithm based on HMM for the development of adaptive interactive systems [70]. Furthermore, Nefian et al. described the use of statistical model coupled HMM (CHMM) for audiovisual integration in speaker dependent recognition [71]. Another recent application presented by Pinquier et al. is multiple feature fusion with hierarchical HMM for activity recognition based on wearable audiovisual sensors [72].

2.4 Summary

This review chapter describes the background of emotion recognition and presents the related works from the aspects of multiple modalities, classification solution and fusion approaches. Publicly available databases for performance evaluation are covered in this
chapter. It also discusses several issues of multimodal information fusion, from fusion levels to fusion algorithms and their merits and drawbacks. In addition, this chapter presents the popular fusion methods and their typical applications, including fixed rules, custom defined rules, support vector machine, probabilistic inference, Dempster-Shafer theory, and dynamic Bayesian network.

Emotion recognition applications based on the fusion methods mentioned above have been developed by many researchers. Despite the fact that a great number of analysis tasks have been performed, the various applications of human computer interface have usually presented challenges to the systematic understanding of the models and techniques of emotion recognition. Hence there still exist some issues which have not yet been explored sufficiently. In the next chapters, novel emotion recognition frameworks focusing on the multimodal fusion at feature level and score level have been proposed.
Chapter 3

Feature Level Fusion

3.1 Overview

With the development of information technology, the research topic of identifying the emotional states from audio signals is attracting much attention, since speech conveys the abundant emotional information. In this chapter, the tools of information theoretic learning are described. A new audio emotion recognition application based on entropy-estimation-based feature level fusion is proposed. The system architecture and algorithms of speech emotion recognition application based on kernel entropy component analysis are also presented. In this design, both prosodic and spectral features are fully utilized. The extracted features are followed by feature level fusion module to select the most
3.2 Introduction of Feature Level Fusion

Regarding the fusion at feature level, the features from multiple modalities are integrated early to select discriminatory features, and the features are utilized as the streams in a multi-stream classification technique. Feature level fusion plays a significant role in the improvement of recognition accuracy. However, what should not be neglected is that the extracted features are incomplete and imprecise due to heterogeneous measurement of different modalities. Therefore, before classification is implemented, several critical steps have to be executed, for example, integrating complementary data, eliminating redundant
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information and processing feature vectors. In order to create a subset of new features by a combination of the original features, some linear strategies are typically used to discard redundant components and reduce high dimensionality of the data. These linear methods consist of principal component analysis (PCA) [73], linear discriminant analysis (LDA) [74], canonical correlation analysis (CCA) [75], cross-modal factor analysis (CFA) [76], etc.

One of the widely used approaches is canonical correlation analysis (CCA). CCA is a statistical approach which combines linear dimensionality reduction and information fusion by computing maximally correlated linear projections. For example, a combination of early and late fusion strategies is applied with CCA to a problem of open-set speaker identification [75]. Unlike canonical correlation analysis, cross-modal factor analysis (CFA) is a novel method to represent the coupled patterns between two different subsets of features through cross-modal association. CFA provides a feature selection capability in addition to feature dimension reduction and noise removal. These advantages make CFA a promising tool for many multimedia analysis tasks. One of its applications is audiovisual based multimodal emotion recognition which identifies the optimal transformation capable of representing coupled patterns between audio and visual channels through cross-modal association [76]. Moreover, most of the previous methods assume that there exists linear relationship among the original data. But there exists non-
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linear feature extraction in many situations. Therefore, kernel method is proposed to achieve non-linear transformation, which leads to kernel PCA, kernel CCA and kernel CFA [77–79].

In feature level fusion, high dimensional features may easily suffer from the problem of data sparseness and stress the computational complexity. However, the majority of previous methods transform high-dimensional data to low-dimensional features largely depending on the second order statistics. In these methods, feature transformation is usually based on top eigenvalues and the corresponding eigenvectors of certain matrices. Hence, the theoretical foundation of these existing methods mostly relies on the second order statistics, such as variance, correlation, mean square error and so on, which is only optimal for Gaussian-like distribution. For example, principal component analysis (PCA) uses the variance as the metric. Therefore the second order statistics is a poor estimator, if the distribution from multiple modalities differs greatly from Gaussian.

Since the existing strategies do not have the capability of revealing the nature of input information, this issue motivates us to apply kernel entropy component analysis (KECA) as an alternative to information fusion at feature level. Compared with the previous methods, kernel entropy component analysis is an information theoretical method which preserves the maximum Renyi entropy of the input data with the smallest number of extracted features [80]. It does not necessarily correspond to the top eigenvalues and
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eigenvectors of the kernel matrix, but depends on the largest contribution of entropy estimation. Kernel entropy component analysis captures the nonlinear higher order statistics of the data and achieves feature transformation and fusion based on the estimation of entropy value. This thesis demonstrates the effectiveness of KECA in feature transformation and fusion on emotion recognition system, and compares the performance of the proposed solution with kernel principal component analysis (KPCA) and kernel canonical correlation analysis (KCCA) based methods.

3.3 Information Theoretic Learning

One of the common problems of data processing is how to extract the information contained in data. In our daily lives, we are always bombarded by huge amount of data; however most of them are often not our primary interest. The important clues of information processing questions usually hide either in time structure or in spatial redundancy. Hence new strategies have come up because of the pressure of distilling useful information from data effectively, and the old ways of dealing with this problem are forced to evolve and adapt to the new reality. One of the new frameworks is information theoretic learning (ITL), a terminology perhaps first used by Watanabe [81]. The purpose of information theoretic learning is to provide more practical machine learning applications. Using the
innovative frameworks, we can employ the mathematical theory of information initially developed by Claude Shannon and Alfred Renyi to quantify global scalar descriptors of the underlying probability density function.

As we all know, information theory was first conceptualized by Claude Shannon to deal with the problem of optimally transmitting messages over noisy channels [82]. The strategy proposed by Shannon was quickly accepted by the science and engineering communities and had an immediate impact on the design of communication systems. It provided a mathematical framework to formulate and quantify interaction beyond physical laws. After the pioneering work of Shannon, information theory became a scientific field and many research works have been expanded upon Shannon's fundamental concepts. Moreover, information theory has been also utilized in the areas of physics, statistics, and biology as well as in field of engineering, for example machine learning and signal processing [83–85].

Information theory could play a role in the topics of machine learning and data mining. For supervised machine learning strategies, the objective is to estimate the joint probability density function (PDF) between the inputs and the desired responses, which means that a priori knowledge is required in order to achieve the optimal design. However, machine learning applications and other advanced data mining applications cannot be dependent on parametric PDF models. Because in the real world, the data
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sets are conducive to non-Gaussian distributions which even change in time. Hence the employment of information theory could provide the trade-off between model complexity and generalization accuracy. It could develop new cost functions for optimization and learning algorithms and quantify data better with information theoretic descriptors.

In the framework of information theoretic learning (ITL), one of the most important descriptors is entropy [86]. Hence there rises wide interest in better understanding the properties and applications of entropy. It is believed that entropy can quantify the data’s statistical structure more precisely in comparison with the second order statistics which is still the mainstream of statistical signal processing. In information theoretic learning, the second order moments are substituted by a geometric interpretation of data in functional space. In this functional space, variance is replaced by entropy, correlation is replaced by correntropy, and mean square error (MSE) is replaced by minimum error entropy (MEE). Since information theoretic learning can use the traditional learning methods of adaptive filters, neural networks, and kernel learning without major modifications, we are interested in a general ITL methodology to implement adaptive algorithms with information theoretic criteria. The fundamental issue in ITL is how to estimate entropy directly from samples and how to use the descriptors of the data for new learning principles based on information theoretic concepts. The following content covers the concepts of information theoretic learning which are useful in characterizing optimal solutions for practical
3.4 Feature Fusion Based on Entropy Estimation

3.4.1 Shannon Entropy

The concept of Shannon entropy was introduced as a measure of statistical uncertainty [87]. In the field of thermodynamics, Shannon entropy is a physical concept which correlates with the quantity of kinematic randomness, while in the area of information theory, entropy is no longer a physical concept and it stands for a concept which could provide a mathematical framework to quantify and formulate the nature of information. Shannon entropy plays a central role in information theoretic studies. It is believed to be able to measure the amount of the information contained in a series of events, which can be expressed as follows.

\[
H_s(X) = - \sum_{k} p(x_k) \log p(x_k) \tag{3.1}
\]

or

\[
H_s(X) = - \int f_x(x) \log f_x(x) \tag{3.2}
\]
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where $p(x_k)$ and $f_x(x)$ are the discrete and continuous probability density function of data set respectively, and $k$ is the total number of data set in the discrete case.

The concept of information is so rich that perhaps there is no single definition which is able to quantify information properly. Entropy can be interpreted as a means of quantifying information content. A fundamental property of entropy is its single scalar which measures the uncertainty in a form of probability density. It can also be extended to measure dissimilarity between data. Furthermore the entropy measure has been showed to be an appropriate descriptor of the hyper-volume spanned by a high dimensional probability density. Therefore, Shannon theory is used to derive a set of estimators to apply entropy as cost functions in machine learning. It has been applied in a variety of fields from basic sciences such as biology and physics to engineering [88].

3.4.2 Renyi Entropy

In practice applications, Renyi entropy is one of the widely used generalizations of information entropy [89]. Renyi wanted to find the most general class of information measure which preserved the additivity of statistically independent systems. In econometrics, Renyi quadratic entropy has been used to quantify diversity. Renyi entropy of order $\alpha$
of a random variable $X$ is expressed as

$$H_\alpha(X) = \frac{1}{1 - \alpha} log\left(\sum_{1}^{N} p_k^\alpha\right)$$

or

$$H_\alpha(X) = \frac{1}{1 - \alpha} log\left(\int f_x^\alpha(x)dx\right)$$

where $\alpha \geq 1$. At a deeper level, Renyi entropy measure is much more flexible than Shannon entropy due to the parameter $\alpha$ [90]. An interesting observation is that Shannon entropy can be considered as a special case of Renyi entropy when $\alpha$ converges to one. We usually choose $\alpha=2$ as the fundamental descriptor, because it gives us a computationally efficient entropy estimator. Here, continuous Renyi quadratic entropy is given by

$$H(X) = -log\left(\int p^2(x)dx\right)$$

where $p(x)$ is probability density function (PDF) generated by the data set $D = x_1, ..., x_N$. The main reason why Renyi quadratic entropy is employed is that the entropy value can be elegantly estimated by PDF $p(x)$. Then the entropy can be estimated by replacing probability density function with non-parametric density estimator [91].
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3.4.3 Kernel Method

Kernel method is widely used in nonlinear problem of data analysis, and one of the most well-known applications is support vector machine [92]. The bottleneck of nonlinear problem is the large parameter number of high-dimensional classifiers; hence the computation would become expensive. Kernel method provides a way to simplify the computation, and the calculation can be completed efficiently in the space provided by the algorithms expressed in inner products. Therefore the fundamental principle of kernel method is mapping the original data onto a feature space by a non-linear transformation and employing linear algorithms in the new space.

If the input space consists of \( x_i \in \mathbb{R}^d \) in the set \( X \), the non-linear mapping is expressed as follows.

\[
\phi : \mathbb{R}^d \rightarrow F
\]

\[
x \rightarrow \phi(x)
\]  

(3.6)

where \( F \in \mathbb{R}^l, l \geq d \). A kernel function is a function \( k \) that satisfies

\[
k(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle \quad x_i, x_j \in X
\]  

(3.7)

This is what is known as kernel trick. An explicit expression of non-linear mapping \( \phi \)
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Figure 3.1: Nonlinear mapping of kernel method.

is difficult to determinate. However kernel trick lets us calculate inner products in a
feature space of possibly infinite dimensionality directly without having to deal with the
explicit mapping $\phi$. This means that any linear machine learning algorithm expressed via
inner products can solve nonlinear problems by operating in a high-dimensional feature
space. However, the kernel function must satisfy the Mercer’s condition, i.e., positive
semi definite. Figure 3.1 illustrates the nonlinear mapping of kernel method. Some
widely used kernel functions include linear kernel $k(x_i, x_j) = <x_i, x_j>$, polynomial
kernel $k(x_i, x_j) = (<x_i, x_j> + 1)^d$, exponential kernel $k(x_i, x_j) = exp(-\frac{||x-y||^2}{2\sigma^2})$ and
Gaussian kernel. The Gaussian kernel is defined as follows:

$$k_\sigma(x, y) = exp\left(-\frac{||x - y||^2}{2\sigma^2}\right)$$  \hspace{1cm} (3.8)

where $\sigma$ is bandwidth working as a scale parameter which controls the width of Gaussian
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The kernel matrix $K$ contains all the evaluation of kernel function $k$. From the kernel trick, we know that this matrix also contains all evaluation of inner products between the data points in the feature space. The expression is given by

$$K_{ij} = k(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle$$

or in matrix form

$$K = \begin{pmatrix}
  k(x_1, x_1) & \cdots & k(x_1, x_n) \\
  \vdots & \ddots & \vdots \\
  k(x_n, x_1) & \cdots & k(x_n, x_n)
\end{pmatrix}$$

$$= \begin{pmatrix}
  \langle \phi(x_1), \phi(x_1) \rangle & \cdots & \langle \phi(x_1), \phi(x_n) \rangle \\
  \vdots & \ddots & \vdots \\
  \langle \phi(x_n), \phi(x_1) \rangle & \cdots & \langle \phi(x_n), \phi(x_n) \rangle
\end{pmatrix}$$

where $n$ is the number of data sets in the original space.

Hence, kernel method is used to develop nonlinear generalization of any algorithm which can be cast in terms of inner products. For instance, kernel principal component analysis (KPCA), kernel linear discriminant analysis (KLDA), and kernel k-means are
typical extensions of the corresponding linear algorithms by applying the kernel method on every inner product evaluation [93,94].

3.4.4 Parzen Window Density Estimator

The strategies of density estimator can be divided into parametric method and nonparametric method. Parametric models are restricted in their representation capability, but we have to make assumptions of signal models and have knowledge of the signals which we are dealing with. On the other hand, nonparametric density estimation technique provides the freedom of representing signal distributions based on the observed samples. Nonparametric estimators yield well-behaved gradient algorithms which can optimize adaptive system parameters. A number of nonparametric density estimation methods are available, but we focus on Parzen windowing which is also known as kernel density estimation [95]. Parzen windowing is a computationally simple approach which can yield both continuous and smooth estimation of information-theoretic quantities for adaptive signal processing and learning algorithms.

As already stated, we need to deal with the issue of estimating entropy directly from samples in a nonparametric way, since it is not prudent to make an assumption of a parametric probability density function (PDF) model. Hence we have to resort to a nonparametric estimation strategy. It is essential to develop cost measures derived
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directly from data without further assumptions to capture as much data structure as possible. We use the direct approach of estimating the scalar value of Renyi quadratic entropy from samples by using Parzen window density estimator. It could estimate the probability distribution without any assumptions of parameters or shapes. Parzen windowing can be viewed as natural implementation of kernel function and creates a close connection between information theory and kernel method. Suppose there are $N$ independent and identically distributed ($i.i.d.$) samples $\{x_1, ..., x_N\}$ from a random variable. The expression of Parzen window density estimator is given by

$$
\hat{f}(x) = \frac{1}{Nh} \sum_{i=1}^{N} K\left( \frac{x - x_i}{h} \right)
$$

where $K(.)$ is the kernel and $h$ is a smoothing parameter called width. In the general framework of Parzen windowing, the rectangular kernels can be replaced by smoother kernel functions, for example Gaussian distribution function. Parzen windowing provides density estimation of information theoretic quantities, and a non-parametric density estimator is obtained by replacing the actual PDF by its Parzen window density estimator. Therefore, by utilizing Parzen windowing method, the non-parametric estimator for entropy does not require an explicit estimation of probability density function.
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3.4.5 The Proposed Feature Level Fusion Framework

The continuous Renyi quadratic entropy is given by

\[ H(p) = -\log\left(\int p^2(x)dx\right) = -\log V(p) \]  \hspace{1cm} (3.12)

where \( V(p) = \int p^2(x)dx = E\{p(x)\} \). \( V(p) \) is considered as expectation w.r.t. the density \( p(x) \). In order to estimate the value of entropy, we only need to consider the quantity \( V(p) = \int p^2(x)dx \), since the logarithm is a monotonic function. In order to estimate \( V(p) \), Parzen window density estimator is applied [95]. We rewrite Parzen window density estimator using the kernel notation as follows.

\[ \hat{p}(x) = \frac{1}{N\sigma} \sum_{x_i \in D} K\left(\frac{x-x_i}{\sigma}\right) = \frac{1}{N} \sum_{x_i \in D} k_{\sigma}(x,x_i) \]  \hspace{1cm} (3.13)

where \( k_{\sigma}(x,x_i) \) is the kernel centered at \( x_i \) and \( \sigma \) is kernel size. We assume a positive semi-finite Parzen window with Gaussian kernel \( k_{\sigma}(x,y) = \exp\left(-\frac{\|x-y\|^2}{2\sigma^2}\right) \). There is no single best method to choose the kernel size, so we need to be careful and establish best procedures to select \( \sigma \) of the kernel. The convolution theorem for Gaussian function states that the convolution of two Gaussian functions is another Gaussian function with

\[ \sigma = \sqrt{\sigma_1^2 + \sigma_2^2} \]. In other words, the integral of the product of two Gaussians is exactly
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evaluated as the value of the Gaussian computed at the difference of the arguments and whose variance is the sum of the variances of the two original Gaussian functions. Hence we rearrange terms of Parzen window density estimator and obtain the following nonparametric estimator for Renyi entropy [96].

\[
\hat{V}(p) = \frac{1}{N} \sum_{i=1}^{N} \hat{p}(x_i) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} k_\sigma(x_i, x_j)
\]

\[
= \frac{1}{N^2} \left[ k_\sigma(x_1, x_1) + k_\sigma(x_1, x_2) + \ldots + k_\sigma(x_1, x_N) \right] \\
+ \ldots + \left[ k_\sigma(x_N, x_1) + k_\sigma(x_N, x_2) + \ldots + k_\sigma(x_N, x_N) \right]
\]

\[
= \frac{1}{N^2} \mathbf{1}^T \mathbf{K} \mathbf{1}
\]

where element \((i, j)\) of the \(N \times N\) kernel matrix \(\mathbf{K}\) is equal to \(k(x_i, x_j)\), and \(\mathbf{1}\) is a \(N \times 1\) vector containing all ones. Therefore Renyi quadratic entropy is compactly expressed in terms of the kernel matrix. This result is obtained by noticing that the Gaussian maintains the functional form under convolution. However, other kernel functions cannot result in such convenient evaluation of the integral. It is shown that entropy value is a scalar, but one of the intermediate steps is to estimate the PDF, which is much harder in high-dimensional spaces. By employing continuous Renyi quadratic entropy, we can bypass the explicit need to estimate the PDF and obtain the entropy evaluation of the data in the form of algebra.
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Furthermore, Renyi entropy estimator can be expressed in terms of eigenvalues and eigenvectors of the kernel matrix through eigen-decomposition. The eigen-decomposition of \( K \) is shown below.

\[
K = EDE^T
\]  

(3.15)

where \( D \) is a diagonal matrix storing the eigenvalues \( \lambda_1, ..., \lambda_N \) and \( E \) is a matrix with the corresponding eigenvectors \( \alpha_1, ..., \alpha_N \) as columns. Hence the empirical Renyi entropy estimator equals to the elements of the corresponding kernel matrix. We rewrite the above expression to yield the following result [97].

\[
\hat{V}(p) = \frac{1}{N^2} 1^T K 1
\]

\[
= \frac{1}{N^2} 1^T EDE^T 1
\]

\[
= \frac{1}{N^2} \left( \begin{array}{ccc}
1 & \cdots & 1
\end{array} \right) \left( \begin{array}{ccc}
\alpha_1 & \cdots & \alpha_N
\end{array} \right) \left( \begin{array}{ccc}
\lambda_1 & \cdots & 0
\end{array} \right) \left( \begin{array}{c}
\alpha_1^T
\end{array} \right) \left( \begin{array}{c}
1
\end{array} \right) (3.16)
\]

\[
= \frac{1}{N^2} \left( \begin{array}{ccc}
\lambda_1 1^T \alpha_1 & \cdots & \lambda_N 1^T \alpha_N
\end{array} \right) \left( \begin{array}{c}
\alpha_1^T 1
\end{array} \right)  
\]

\[
= \frac{1}{N^2} \sum_{i=1}^{N} (\sqrt{\lambda_i} \alpha_i^T 1)^2
\]
where $\lambda_i$ and $\alpha_i$ are the $i$-th eigenvalue and eigenvector of kernel matrix $K$, and $1$ is a $N \times 1$ vector of ones.

The above expression is known as entropy-value in kernel entropy component analysis (KECA) [91]. Since the total entropy value is estimated by each term $\sqrt{\lambda_i} \alpha_i^T$, certain eigenvalues and the corresponding eigenvectors make more contribution than others. It is noted that both eigenvalues and eigenvectors make contributions to the entropy estimator. Instead of selecting the largest eigenvalues, kernel entropy component analysis selects eigenvalues and eigenvectors based on the largest entropy estimation. This is the most significant property of kernel entropy component analysis. Furthermore, kernel entropy component analysis is a feature transformation technique projecting original space onto a feature subspace spanned by the kernel principal axes corresponding to the largest contribution of Renyi entropy. Its mapping result is greatly different from the existing methods, such as kernel principal component analysis (KPCA), kernel canonical correlation analysis (KCCA), etc.

By sorting the associated eigenvalues from the highest to the lowest, KECA selects the information with high significance and ignores the data with less significance based on the entropy estimation. From the information-theoretic point of view, KECA is able to identify the optimal transformation which preserves as much as information entropy between input space and kernel feature subspace with the smallest number of features.
Therefore, the information contents are maximally similar between two different feature spaces. Moreover, from the viewpoint of information fusion, KECA helps to derive a semi-supervised fusion method which can realize a more complete, precise and discriminant representation of multiple information sources. Information fusion based on KECA can reduce the dimensionality of input feature vector, while it retains most of the useful information content of the original data. The motivation of information fusion based on KECA is rooted in the fact that the data carried by different modalities usually have intrinsic association. It is essential to take full advantage of the correlation between them and extract the most discriminant and representative patterns from the data which are always complementary and redundant.

To exploit the complementary nature of multimodal data, we conclude an optimal mathematical framework for feature level information fusion based on KECA [98]. The following steps summarize the procedure of feature transformation and fusion based on KECA.

1. The feature vector $\mathbf{X} = \{x_1, x_2, ... x_N\}$ is the input data which requires feature transformation and fusion.

2. Gaussian function is chosen as kernel function and the kernel matrix $\mathbf{K}$ with elements $K_{ij} = k(x_i, x_j)$ can be obtained.

3. As mentioned above, we conduct the eigen-decomposition of $\mathbf{K}$ and calculate $\mathbf{K} = \ldots$
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\[ \text{EDE}^T, \text{where } D \text{ is a diagonal matrix storing the eigenvalues } \lambda_1, ..., \lambda_N \text{ and } E \text{ is a matrix with the corresponding eigenvectors } \alpha_1, ..., \alpha_N \text{ as columns.} \]

(4) Choose the first \( n \) largest entropy estimation corresponding to \( \sqrt{\lambda_i} \alpha_i^T \).

(5) Then we can conclude that \( \phi_{eca}^T \phi_{eca} = (D^{1/2}E^T)^T D^{1/2}E^T = \text{EDE}^T = K \) and calculate the kernel feature space data set \( \phi_{eca} = (D^{1/2}E^T) \).

(6) Complete the feature transformation by \( \phi_{eca} \).

The proposed criterion does not suffer from the limitation of Gaussianity which is inherent in cost functions based on the second order moments. It is achieved by information-theoretic descriptors of entropy combined with nonparametric PDF estimators. The proposed method reduces the dimensionality of the features by eliminating data redundancy and utilizes data complementarity in the form of entropy measures. This brings robustness and generality, and improves performance in many realistic scenarios.

### 3.5 The Application to Audio Emotion Recognition

#### 3.5.1 System Design

Speech is one of the most essential and natural verbal channels to transmit human affective states. Moreover, speech is easily accessible for emotion recognition. Speech emotion recognition is useful for many applications such as customer satisfaction assess-
ment, safety in automotive, medical diagnosis tool and so on. A detailed review of the cutting-edge works for audio emotion recognition can be found in [99]. The performance of speech emotion recognition based on multimodal information fusion has also been demonstrated by certain works; however, it is far from an ultimate solution due to unsatisfactory accuracy and efficiency of the proposed solutions. Moreover, the relationship between audio features needs more study. In this thesis, a new fusion solution for audio signal at feature level has been investigated.

The main areas of emotion recognition from speech signals include acquisition of emotional speech signals, feature extraction, feature selection and classification. The final recognition performance heavily depends on feature analysis strategy and classification method. Furthermore, interdependency and correlation of affective features need to be considered. Hence the primary objective of multimodal fusion is to improve the classification results by exploiting the complementary nature of different modalities. In this system, the prosodic features and MFCC (Mel-frequency cepstral coefficient) features are integrated at feature level to get a combined audio feature vector, since it is believed that combining the benefits of continuous features and spectral features is a good choice for audio emotion recognition. Prior to feeding the feature vectors to classification stage, dimensionality reduction and feature fusion should be performed, since the performance of classification critically depends on the discriminant ability of the features. In this thesis,
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Figure 3.2: System block diagram of information fusion for audio emotion recognition.

A new feature level fusion method based on kernel entropy component analysis (KECA) is used to improve the emotion recognition performance [100]. The resulting feature vectors are input into classifiers to obtain the detected emotion states. Figure 3.2 describes a system block diagram of the proposed architecture of audio emotion recognition.

Audio feature integration is one of the typical examples of early fusion. The goal of feature level fusion is to get reduced set of features by applying transformation on the initial feature vectors. This leads to a change in the representation of the data which could make the data better visualized and understood. The feature fusion strategy achieves two kinds of improvement. The first one is to integrate all audio features by maximally preserving the content of information and select subset features which retain the original...
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feature characteristics. In most cases, not all features add useful information to the classification problem, since some of them may carry redundant information. The complex classifiers do not work well if the input features do not represent the underlying characteristics of data. Through feature level fusion, the generalization capability of the system can be enhanced and the interpretation ability of models can be improved. The second one is to transform the original space into a transformed space. The extracted features are merged into a single high-dimensional feature set. Since a large feature vector contains rich information about modalities, we usually expect an increase in classification accuracy theoretically. But in practice, the classifiers usually yield unreliable results. Simple concatenation could make classification results meaningless, if the available data are not ample. The growing feature vectors also result to stressful computational resources for classification model training. In order to alleviate these problems, dimensionality reduction is achieved by generating a new feature vector in transformed domain. This could alleviate the effect of “curse of dimensionality” and speed up learning process.

During the stage of classification, the resulting features are viewed as an input to a hidden Markov model (HMM) with Gaussian mixture observation probability density functions. HMM is based on probability algorithm to model sequential data. It is used as a classifier because of its outstanding performance of modeling the temporal characteristics of audio signals. HMM model is trained by the sequences of feature vectors
representative of the input signal corresponding to each emotion category. It calculates likelihood probability value for matching feature vector of each sample. The output of HMM is the optimal likelihood of the different classes which can be considered as the state of the detected emotion. In the next section, the discussion about audio feature extraction and fusion is presented.

3.5.2 Audio Feature Extraction and Fusion

Human speech contains not only linguistic content but also contains certain emotions of the speakers. Since audio features have been heavily used in emotion recognition, one of the important issues is the extraction of speech features which characterize the emotional states efficiently without depending on lexical content or speakers. The widely used features are categorized into continuous feature and spectral feature [101,102]. Continuous speech features (or prosodic speech features) such as pitch and energy are extracted from each frame. On the other hand, spectral speech features are calculated as statistics of all speech features.

Continuous Speech Features

Continuous speech features have been heavily used in emotion recognition, since they have been found to represent the most significant characteristics of emotional content in
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verbal communication. It is believed that continuous features such as pitch and energy convey much of the temporal information and always serve as the primary indicator of a speaker’s emotion states. Continuous features are known as prosodic features. Because of temporal information present in speech signals, continuous speech features are superior in terms of classification time and accuracy. By adding new mathematical derivatives of these features, we can get a large number of features. By using these local feature vectors, complex classifiers such as hidden Markov model (HMM) and support vector machine (SVM) can be trained reliably and hence the parameters can be accurately estimated [103]. For example, Suzuki et al. presented an emotion recognition method for synthesized speech based on normalization of prosodic features [104]. Furthermore, Wu et al. presented an approach to emotion recognition of affective speech based on multiple classifiers using acoustic-prosodic information [105].

**Spectral Speech Features**

In addition to time-dependent continuous features, spectral features are often selected as another representation for speech signals. Spectral features have different representations of the signal nature. Moreover, due to less number of spectral features, the algorithms of feature selection based on spectral feature are executed faster, and the training of classifiers is more efficient. The widely used spectral features include MFCC (Mel-
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frequency cepstral coefficient) and LPCC (Linear predictive cepstral coefficient) [106]. It has been shown that the features based on cepstral analysis such as MFCC and LPCC clearly outperform the performance of linear based features like linear predictor coefficient (LPC). In this thesis, we focus on MFCC which could provide the cepstral coefficients derived from mel-scale frequency filter-bank. In order to capture the phonetically important characteristics of speech, it is modeled using a filter bank with filters linearly spaced in lower frequencies and logarithmically in higher frequencies. MFCC can extract the significant emotion components from audio data and represent them according to a Mel-Frequency scale which is identical to the behavior of the human ear. Hence it is a popular analytical tool in the field of speech recognition. One typical example of spectral features is an application of speech emotion recognition using MFCC and wavelet features presented by Krishna [106]. Moreover, Nalini et al. presented a speech emotion recognition system using residual phase and MFCC features with auto-associative neural network [107].

**Fusion of Audio Features**

Since continuous and spectral features have been claimed to be efficient in distinguishing different emotional states, the integration of two types of features conveys more complementary relationship, which leads to higher classification accuracy. If one modal-
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Figure 3.3: Block diagram of audio feature extraction.

...
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the inversion of the thresholded coefficients leads to the denoised signal. Compared with the traditional low pass filtering method, this method has the advantage of reducing the noise efficiently without corrupting the original signal. In order to exclude the silence periods, leading and trailing edges are then eliminated since they do not provide useful information. The audio signal should be windowed into a succession of sequences which are called frames. Within each frame, the signal is considered to be stationary and the analysis is reliable [109]. After windowed into frames, a short time analysis of audio signal can be performed within a short time interval of articulatory stability. A Hamming window of size 512 points with 50% overlap between adjacent windows is used to realize speech frames [79]. Since prosodic features are related to the rhythmic content of audio signal, they are normally represented by the statistics of intensity, pitch, fundamental frequencies, formant frequencies, etc. In this thesis, the statistics and variations of pitch, energy, pause length, speaking rate and formant frequencies are extracted as continuous features [79]. Regarding spectral features, the MFCC features are employed to extract spectral features in this thesis. MFCC has physical connection with human ears and is widely used to mimic human auditory system by cepstral analysis. The MFCC features are calculated based on speech frames. Since most of the information energy is stored in the first few coefficients of MFCC features, the first thirteen coefficients are used as useful features. The statistics of each coefficient, such as median, mean, standard deviation,
maximum value and minimum value, are integrated to form a feature vector \cite{99}. The continuous and spectral feature vectors of successive frames are concatenated as the audio feature vectors. Then we apply kernel entropy component analysis to find transformed features in another space based on entropy estimation. This approach of information fusion leads to not only the improved classification performance, but also the adaptability and scalability of emotion recognition system. In the following section, the feasibility and superiority of the proposed solution are demonstrated through extensive experiments.

3.5.3 Experiments

Experimental Databases

In order to evaluate the performance of the proposed strategy and make a comparison with the existing methods, extensive experiments have been conducted on two publicly available databases, eNTERFACE emotion database \cite{22} and RML emotion database \cite{23}. The example images of the two databases are displayed in Figure 3.4. The RML emotion database contains 720 audiovisual emotional expression samples from eight human subjects speaking six languages. In RML database, six different accents include English, Mandarin, Urdu, Punjabi, Persian, and Italian. A set of six principal human emotions consists of anger, disgust, fear, sadness, surprise, and happiness. The
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Figure 3.4: Example images of eNTERFACE database (top row) and RML database (bottom row).

experimental subjects were provided with a list of emotional sentences and were directed to express their emotions as naturally as possible by recalling the emotional happening, which they had experienced in their lives. A total number of ten different sentences were provided for each emotional class. The samples were recorded at a sampling rate of 22,050 Hz and a frame rate of 30 frames per second (fps) using a single channel 16 bit digitization. The eNTERFACE database contains 42 subjects coming from 14 different nationalities. The database also provides the six basic emotion states. All the experiments were driven in English. Each subject listened to six successive short stories which elicit a particular emotion, after that they had to react to each of the situations. The samples were recorded with a sampling rate of 48,000 Hz and a frame rate of 25 fps.

The performance of emotion recognition systems heavily relies on the qualities of the training and testing data and their similarity to real samples. A good database can achieve better research results. Selecting an emotion database is a task with several chal-
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Challenges, such as the quality of the samples, good emotional performances, management of huge amounts of information and so on. Some of the existing databases fall short in many necessary aspects. They usually have low levels of recording quality and suffer from copyright issues. In this thesis, we select eNTERFACE emotion database and RML emotion database which are designed to fulfill the need of a common database for multimodal emotion recognition. These two databases can be used as reference databases for testing and evaluating audio, video or joint audio-visual emotion recognition algorithms. These two databases have a good quality in representing characteristics of the emotional data. The data samples were recorded using digital video cameras and the recording of speech signal was realized through high-quality microphones. The background consists of a monochromatic panel that covered the entire area behind the subject, which makes face detection and tracking easier. Moreover, these two databases present rich emotional contents and target emotional reactions with specific tasks instead of sporadic periods of emotion. In my opinion, eNTERFACE database is the best database for our experiment purpose in comparison with other available databases. Hence eNTERFACE database is employed in this thesis to perform audiovisual emotion analysis. Since RML database is developed by our lab and it is used in our previous papers, it is also picked in this thesis for a comparison study. These two databases are freely distributed database for research purposes. Therefore we use eNTERFACE database and RML database as the
main benchmark databases for the performance evaluation of the emotion recognition system.

**Experimental Setup**

In the experiments, each sample is truncated to 2 second long clip which presents both audio and video data and each sample is divided into 10 segments. The dimensionalities of audio features are set to 240 [23]. The total numbers of samples from eNTERFACE and RML databases are 600 and 400 respectively. There is no overlap between the training and testing samples. The class distribution of the experimental data is balanced. The experimental evaluation procedure is based on leave-one-out cross-validation basis which is the most frequently used approach for testing classification performance. According to this approach, one sample is selected from the entire data set as the testing data for each time, while the rest of the data is used as the training data. This procedure continues until all the individual samples have been held out once. This procedure can make good use of the available data. The ratio of the number of correctly classified samples over the total number of samples is equal to the recognition accuracy.

**Experimental Results**

In our experiments, we compare our KECA based solution with two related traditional algorithms which are KPCA and KCCA based methods. Kernel principal compo-
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Principal component analysis (PCA) and kernel canonical correlation analysis (KCCA) are kernelized versions of PCA and CCA. Principle Components Analysis (PCA) is a traditional approach of reducing the dimensionality of a data set. It is an unsupervised method to find the lower-dimensional representation of the data which preserves most the data’s variance. Canonical correlation analysis (CCA) seeks to maximize the correlation between principle directions in two or more separate data domains or modalities. It is a supervised technique which provides dimensionality reduction and obtains more significant amount of information. By generalizing the kernel method into PCA and CCA, we obtain the kernelization forms, KPCA and KCCA, which are widely used in nonlinear feature extraction. Hence we compare our proposed solution with KPCA and KCCA based methods in the aspects of dimensionality reduction and feature transformation.

Figure 3.5, Figure 3.6, Figure 3.7 and Figure 3.8 describe the comparison of overall recognition accuracy between KECA, KPCA and KCCA on eNTERFACE database and RML database in terms of percentage. The parameter $\sigma$ stands for kernel size in all figures and it is set from 0.2 to 0.8 with a step size of 0.2 for comparison. The recognition accuracy is estimated by the ratio of the correctly classified samples compared to the total samples. From these figures, it can be seen that KECA has better accuracy than KPCA and KCCA, and it outperforms KPCA and KCCA in dimensionality reduction and accuracy performance. The overall recognition accuracy of the proposed method
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Figure 3.5: Experimental results of eNTERFACE database. The feature level fusion is based on KECA, KPCA and KCCA. Left: $\sigma=0.2$; Right: $\sigma=0.4$

![Figure 3.5: Experimental results of eNTERFACE database. The feature level fusion is based on KECA, KPCA and KCCA. Left: $\sigma=0.2$; Right: $\sigma=0.4$](image)

Figure 3.6: Experimental results of eNTERFACE database. The feature level fusion is based on KECA, KPCA and KCCA. Left: $\sigma=0.6$; Right: $\sigma=0.8$

![Figure 3.6: Experimental results of eNTERFACE database. The feature level fusion is based on KECA, KPCA and KCCA. Left: $\sigma=0.6$; Right: $\sigma=0.8$](image)

based on KECA levels off even if the projected dimensionality is low. This shows that the extracted features at high dimension may contain redundant or noisy data. After
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Figure 3.7: Experimental results of RML database. The feature level fusion is based on KECA, KPCA and KCCA. Left: $\sigma=0.2$; Right: $\sigma=0.4$

Figure 3.8: Experimental results of RML database. The feature level fusion is based on KECA, KPCA and KCCA. Left: $\sigma=0.6$; Right: $\sigma=0.8$

processed by fusion method based on KECA, most of useful information is preserved and stable accuracy is achieved. On the other hand, the performance of KCCA and KPCA is
largely degraded if the projected dimensionality decreases, which means that the fusion method is not properly selected and the degraded results are generated. These results demonstrate the improvement of dimensionality reduction and the ability of preserving useful information of the proposed solution.

Table 3.1, Table 3.2 and Table 3.3 display three 6 by 6 confusion matrices of average performance based on KECA, KPCA and KCCA on eNTERFACE database and RML database. The kernel size $\sigma$ is set to 0.2. The projected dimension is set to 120. Confusion matrix is a widely used visualization tool for assessing classification performance. In these confusion matrices, the percentages of samples correctly and incorrectly classified for each class are indicated. In a confusion matrix, the rows represent the actual class of the samples while the columns represent the detected class of the samples. The element $M[i][j]$ at the $i$-th row and the $j$-th column indicates the classification percentage of samples belonging to class $i$ which are recognized as class $j$. Hence the diagonal elements in confusion matrix show the percentage of correct classification for different classes, while the off-diagonal elements denote the percentage of misclassification. Confusion matrix is a simple and understandable way to display the results of recognition systems based on the percentages of correct and incorrect classification. From these tables, it is obviously noted that the results of KECA are more satisfactory. Compared with the methods based on KPCA and KCCA, the strategy based on KECA has better accuracy and stability.
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<table>
<thead>
<tr>
<th>Actual Emotion(%)</th>
<th>Happiness</th>
<th>Disgust</th>
<th>Fear</th>
<th>Angry</th>
<th>Surprise</th>
<th>Sadness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>76.54</td>
<td>4.42</td>
<td>5.51</td>
<td>5.13</td>
<td>6.21</td>
<td>2.19</td>
</tr>
<tr>
<td>Disgust</td>
<td>6.34</td>
<td>69.04</td>
<td>6.46</td>
<td>6.65</td>
<td>5.19</td>
<td>6.32</td>
</tr>
<tr>
<td>Fear</td>
<td>5.41</td>
<td>3.53</td>
<td>77.31</td>
<td>3.09</td>
<td>3.31</td>
<td>7.35</td>
</tr>
<tr>
<td>Angry</td>
<td>4.12</td>
<td>2.81</td>
<td>4.86</td>
<td>76.87</td>
<td>6.45</td>
<td>4.89</td>
</tr>
<tr>
<td>Surprise</td>
<td>3.14</td>
<td>5.51</td>
<td>5.42</td>
<td>4.55</td>
<td>77.34</td>
<td>4.04</td>
</tr>
<tr>
<td>Sadness</td>
<td>7.52</td>
<td>5.02</td>
<td>6.56</td>
<td>6.89</td>
<td>4.5</td>
<td>69.51</td>
</tr>
</tbody>
</table>

Table 3.1: Confusion matrix of average performance on two databases based on KECA.

<table>
<thead>
<tr>
<th>Actual Emotion(%)</th>
<th>Happiness</th>
<th>Disgust</th>
<th>Fear</th>
<th>Angry</th>
<th>Surprise</th>
<th>Sadness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>60.23</td>
<td>10.23</td>
<td>4.25</td>
<td>8.54</td>
<td>12.23</td>
<td>4.52</td>
</tr>
<tr>
<td>Disgust</td>
<td>13.2</td>
<td>58.23</td>
<td>7.23</td>
<td>7.14</td>
<td>4.11</td>
<td>10.09</td>
</tr>
<tr>
<td>Fear</td>
<td>8.21</td>
<td>7.24</td>
<td>55.21</td>
<td>8.67</td>
<td>12.34</td>
<td>8.33</td>
</tr>
<tr>
<td>Angry</td>
<td>14.51</td>
<td>5.67</td>
<td>4.65</td>
<td>54.89</td>
<td>9.87</td>
<td>10.41</td>
</tr>
<tr>
<td>Surprise</td>
<td>8.41</td>
<td>8.34</td>
<td>10.23</td>
<td>6.55</td>
<td>54.13</td>
<td>12.34</td>
</tr>
<tr>
<td>Sadness</td>
<td>6.7</td>
<td>9.87</td>
<td>9.56</td>
<td>6.89</td>
<td>9.66</td>
<td>57.32</td>
</tr>
</tbody>
</table>

Table 3.2: Confusion matrix of average performance on two databases based on KPCA.

<table>
<thead>
<tr>
<th>Actual Emotion(%)</th>
<th>Happiness</th>
<th>Disgust</th>
<th>Fear</th>
<th>Angry</th>
<th>Surprise</th>
<th>Sadness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>63.51</td>
<td>8.24</td>
<td>9.65</td>
<td>4.67</td>
<td>7.48</td>
<td>6.45</td>
</tr>
<tr>
<td>Disgust</td>
<td>7.51</td>
<td>62.24</td>
<td>7.4</td>
<td>5.41</td>
<td>6.12</td>
<td>11.32</td>
</tr>
<tr>
<td>Fear</td>
<td>12.41</td>
<td>4.57</td>
<td>59.78</td>
<td>10.63</td>
<td>4.56</td>
<td>8.05</td>
</tr>
<tr>
<td>Angry</td>
<td>7.51</td>
<td>4.53</td>
<td>4.05</td>
<td>66.1</td>
<td>9.25</td>
<td>8.56</td>
</tr>
<tr>
<td>Surprise</td>
<td>8.61</td>
<td>7.44</td>
<td>10.54</td>
<td>6.53</td>
<td>62.09</td>
<td>4.79</td>
</tr>
<tr>
<td>Sadness</td>
<td>5.41</td>
<td>6.45</td>
<td>12.51</td>
<td>11.36</td>
<td>5.07</td>
<td>59.2</td>
</tr>
</tbody>
</table>

Table 3.3: Confusion matrix of average performance on two databases based on KCCA.

Figure 3.9 and Figure 3.10 show the comparison of average recognition accuracy between fusion and non-fusion methods on eNTERFACE database and RML database. The recognition accuracy is defined as the percentage of correctly classified samples. It is observed that the fusion result is superior to that obtained by non-fusion methods with
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![Figure 3.9: Comparison between fusion result and non-fusion result on eNTERFACE database.](image1)

![Figure 3.10: Comparison between fusion result and non-fusion result on RML database.](image2)

prosodic feature or MFCC feature involved. The integration of prosodic and spectral features enhances the performance of recognition system. This confirms the effectiveness of the fusion solution based on kernel entropy component analysis. Therefore, from the above experimental results, it is concluded that the overall performance of KECA outperforms the existing methods, like KPCA and KCCA. In addition, the experimental results and comparisons have revealed the good performance of the proposed audio emotion recognition system. It provides best recognition accuracy and more efficient dimensionality reduction, and more stable recognition results.
3.6 Summary

This chapter proposes a novel solution of feature level fusion using entropy estimation to audio emotion recognition. It has presented systematic analysis of information entropy based methods for addressing the challenging problems of feature vector fusion and dimensionality reduction in feature level fusion. Detailed mathematical analysis on information theoretical tools is presented. The connection between information theory and information fusion is discussed. To improve the performance of emotion recognition as well as achieve a more sophisticated fusion strategy for human computer interface, a new feature level fusion strategy based on kernel entropy component analysis is applied in the application of speech emotion recognition in this chapter. The experimental results are also presented.
Chapter 4

Dual-Level Fusion

4.1 Overview

Since humans rarely express their emotions exclusively, several channels such as speech and facial expression need to be considered. In this chapter, combined with the work presented in Chapter 3, we introduce a dual-level (feature level and score level) audiovisual fusion method for emotion recognition. Since speech and facial expression are generally complementary to each other in emotion recognition, correlation between audio and visual channels is fully utilized at score level, leading to enhance the performance of score level fusion, and, through the introduction of the dual-level fusion method, to improve audiovisual emotion recognition. In our system, the prosodic and MFCC features are
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Like feature level fusion, score level fusion is also commonly practiced in multimodal information fusion. It usually combines the scores generated from multiple modalities through a rule based scheme which is realized through algebraic operations, such as weighted sum and multiplication, or through a pattern classification strategy in which the scores are treated as the input of classification algorithms [110]. The advantage of

extracted from audio signals. Visual stream is analyzed and identified using Gabor filter and EBS (Elastic Body Spline) model. Since score level fusion can explore the contributions of various modalities without increasing the dimensionality, feature level fusion and score level fusion modules are used to jointly assist in decision making. In order to improve the recognition performance at score level, a new score level fusion method based on information theoretic tools, maximum correntropy criterion (MCC) in particular, is proposed. The performance of the proposed audiovisual emotion recognition system is evaluated on eNTERFACE and RML emotion databases. Comparison with existing bimodal emotion recognition methods has also included. On the basis of the experimental results, it is shown that the proposed solution provides better performance than single modality and other fusion strategies compared.

4.2 Introduction of Score Level Fusion

Like feature level fusion, score level fusion is also commonly practiced in multimodal information fusion. It usually combines the scores generated from multiple modalities through a rule based scheme which is realized through algebraic operations, such as weighted sum and multiplication, or through a pattern classification strategy in which the scores are treated as the input of classification algorithms [110]. The advantage of
score level fusion is that it contains rich information about quantitative similarity measurement and relatively easy to process. In certain cases, it is able to achieve theoretically optimal performance. Since score level fusion offers good tradeoff between performance and complexity, various fusion applications based on score level have been developed.

Generally speaking, the techniques of score level fusion can be divided into three categories including rule based, classifier based, and density based [111]. These three approaches have their own limitations, and none of them guarantees optimal performance. The merits and drawbacks of the existing methods, and their typical examples are described as follows.

4.2.1 Rule Based Fusion

In rule based fusion, all matching scores are first transformed into a comparable scale in a common domain and then processed through a certain algebraic combination rule to make final decision [112]. This method takes into consideration of two factors, one is normalization function, and the other is fusion rule. Given training samples of scores, score normalization is often incorporated to achieve better performance. The choice of normalization schemes and combination weights is data dependent and requires extensive empirical evaluation. The typical examples of the fusion rules are summation, average, product, minimum, maximum, median, etc. For instance, one simple fusion approach is
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A sum rule where single modal scores are summed up to provide a final score, while a weighted sum based rule computes the combined score based on a weighted sum of the matching scores [113]. Hence this fusion method has the ability to adapt to variations in the input data and the significance of individual modality is leveraged in the final decision. Moreover, rule based fusion techniques require no training process and few consideration of matching score distribution, and it is easy to implement. However, this fusion is usually heuristic and does not guarantee optimality.

4.2.2 Classifier Based Fusion

Classifier based fusion concatenates the matching scores into vectors and treats the vector as feature vectors which are classified into one of the possible classes [114]. The widely used classifiers include support vector machine (SVM), neural network, linear discriminant analysis (LDA), k-NN and so on [115, 116]. A number of challenges for classifier based fusion include cost of misclassification and choice of classifier. Depending on different applications, the cost of accepting an impostor may be different from the cost of rejecting a genuine user. Moreover given a variety of classifiers, selecting and training a classifier which gives the optimal performance is not trivial. In this fusion, the classifiers need to learn a decision boundary between the classes based on the training set of matching scores. However, in the application of multimedia, especially emotion
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recognition, the decision boundary between different states can be quite complex. The traditional classifiers are usually not capable of obtaining the boundaries. Moreover, the output scores from different modalities may be not homogeneous.

4.2.3 Density Based Fusion

Density based fusion is based on likelihood ratio and it requires explicit estimation of genuine and impostor matching score densities [111]. The matching scores are firstly transformed into posteriori probability and final decision is made according to pre-defined rules. The score distribution estimation of this approach usually relies on the methods such as the well-known naive Bayesian and Gaussian mixture model (GMM) [117]. However, in density based fusion, the densities are usually unknown and have to be estimated from a set of training scores based on parametric or non-parametric methods. The density based approach has the advantage that it directly achieves optimal performance at any desired operating point, provided the score densities are estimated accurately. On the other hand, the main challenges for this fusion are accurate estimation of the probability distributions of different modalities and huge number of training samples. For instance, genuine matching scores are limited, and it is difficult to estimate the density of matching scores which may not obey a certain distribution model [118]. Hence density based fusion is hard to carry out.
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Most of the existing methods have not taken full advantage of intrinsic characteristics of the matching score from different modalities [119]. Their performances are usually degraded due to lack of sufficient training data and noisy training samples. In this thesis, we propose an optimal framework which explicitly takes into consideration the inherent relationship of multiple data sources at score level. Different modalities describe different semantic expressions, especially in multimedia related analysis tasks. It is highly possible that the presence of one modality presents an explicit or implicit impact over the other modalities. For instance, in the application of emotion recognition, speech and facial expression usually have an effect to another if the user expresses certain emotional behavior. Hence it is important to effectively identify and utilize the relationship between different modalities at score level.

Moreover, the experiments show that there are no sharp boundaries between different emotion states, which reveal the nature of human emotion. Since the number of emotion classes is large, the boundaries between different classes tend to be complex and hard to separate. So it is necessary to develop a method which is discriminant and representative enough to guarantee good generalization capabilities. In this thesis, a novel score level fusion method based on maximum correntropy criterion (MCC) is proposed. Correntropy is effective similarity measurement in information theory which has the stability to variation or noise [120]. Derived from information theoretic learning, maximum corren-
entropy criterion is a new evaluation function based on correntropy. It has the advantage that it provides a robust adaptation principle in presence of non-Gaussian signals. The traditional methods assume the signals to be Gaussian. But in practice, the input data are usually nonlinear and non-Gaussian with large noise and variation. Therefore, using maximum correntropy criterion as a cost function is well justified due to its ability to characterize the entire structure of the data.

4.3 Similarity Metric with ITL Principles

The structure of information is a vague and difficult concept to quantify, however it might comply with identifiable patterns which can be distinguished by the shape of probability density function. The major problem of data structure measures is how to evaluate the metrics without imposing unrealistic assumptions about the data distributions. Unlike the conventional methods, information theoretic strategies are particularly promising to capture data structure beyond the second order statistics [121]. This stems from the fact that entropy and other information theoretic measures are scalars which summarize the information contained in the data distributions in relevant ways. The core ideas of information theoretic learning algorithms evaluate pairwise data interactions and extract more information from data than the results based on single data samples such
as mean or variance. Moreover, because information theoretic learning provides efficient nonparametric estimators of entropy, it allows the description of data structure in a more meaningful way than what is commonly done in traditional methods.

In the cases of supervised learning, labels are available and they are usually of the same dimensionality of the system output, which is one of the significant features of supervised learning. Therefore a composite random variable can be defined, and the error containing information about the differences in the distribution of the desired output and the system output can simplify the adaptation. For the cases of unsupervised learning, we only have the input data. Finding the structure in the data requires a method which is able to quantify similarity or criteria elucidating relationships among the data samples in details. The evaluation of similarity or dissimilarity based on information theoretic descriptors is gradually applied to the area of unsupervised learning. Because entropy and the concept of similarity are effective descriptors of probability density function, they usually form the foundations for unsupervised learning.

From an analytical viewpoint, the best way for categorization is to use the information about the input data distribution to separate inputs into groups which share the same region in data space. However, this method works well only when the data are clearly separated and compact, but it usually fails if the data are close to each other, or overlapped with each other, and produce nonlinear boundaries. A better way of measuring
the distance between data is to weight the distance between samples nonlinearly. This motivates us to obtain a reasonable nonlinear weighting function based on a form of similarity or dissimilarity estimation. The fundamental issue is how to solve this problem by using local learning rules in practical situations. Moreover it is important to understand that the second order statistics cannot solve this problem well.

4.4 Correntropy and Maximum Correntropy Criterion

Similarity is one of key elements to quantify temporal signals or static measurements, but it is difficult to define mathematically. In traditional signal processing, the measurement of similarity is usually implemented based on the second order statistics usually in the forms of correlation and mean square error (MSE). The optimality of the second order statistics largely depends on the assumption of Gaussianity and linearity. Hence successful pattern recognition solutions from these methodologies rely heavily on the Gaussianity and linearity assumptions. There are many examples of how engrained the second-order moment descriptors of probability density function are in engineering thinking.

However, in practical applications, it is insufficient to assume that the data distribution is Gaussian. Recently the concept of information theoretic learning has been
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Extended to the processing of nonlinear and non-Gaussian signals with large variation and noise. ITL could preserve the nature of data since the evaluation function is directly estimated from the data. In this thesis, we utilize correntropy as a new localized similarity measurement based on the theoretical framework of ITL. Correntropy is a bivariate function which produces a scalar, but it contains the second and higher order PDF moments, which are expressed by the kernel used in its definition [122]. Correntropy essentially generalizes the conventional correlation function to high-dimensional spaces. It could help us deal with variability and uncertainty and it is intrinsically different from the conventional techniques. Moreover, correntropy induces a new information theoretic metric which behaves similarly to the 2-norm, 1-norm or zero-norm distance under different scenarios. This geometric interpretation elucidates the robustness of correntropy for noises and outliers.

Correntropy is a generalized similarity measure which exploits higher order moments of the probability density function (PDF). It is shown that correntropy is directly related to the probability of how similar the random variables are in a neighborhood of the joint space controlled by the kernel bandwidth. The bandwidth of kernel works as a spotlight, and controls the observation window. In the observation window, similarity is assessed. This adjustable window can provide an effective mechanism to eliminate the detrimental effect of noises and outliers, and it is intrinsically different from the use of a
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threshold in conventional techniques. One merit of correntropy is simplicity of estimation
directly from samples. The original definition can be properly called auto-correntropy
which only applies to a single random process [123]. Auto-correntropy is enhancement
of the auto-correlation function widely used in time series analysis. Auto-correntropy
defines a generalized correlation function in terms of inner products of vectors in a kernel
feature space. The feature of auto-correntropy is that it combines statistical and temporal
information.

In comparison with auto-correntropy function, cross-correntropy measures the statistical
dependency between random variables at two different times [123]. Cross-correntropy
is simply called correntropy which extends the definition to the general case of two arbitrary
random variables. A general form of correntropy for two random variables $X$ and
$Y$ is formally defined as [124].

$$V_{\sigma}(X, Y) = E[k_{\sigma}(X, Y)] \quad (4.1)$$

where $E[.]$ denotes the mathematic expectation and $k_{\sigma}(.)$ is a kernel function satisfying
Mercer’s theory. It is observed that correntropy can also be used as a similarity measure
in the joint space, but it differs from mean square error (MSE). If the joint distribution
of random variables is unknown and only a finite number of samples $(x_i, y_i) i = 1, 2, ..., m$
are given, the sample estimator of correntropy can be calculated as follows.

\[
\hat{V}_\sigma(X, Y) = \frac{1}{N} \sum_{i=1}^{N} [k_\sigma(x_i, y_i)]
\] (4.2)

where \( k_\sigma(x_i, y_i) = \exp\left(-\frac{\|x_i-y_i\|^2}{2\sigma^2}\right) \) which is the Gaussian kernel with a bandwidth \( \sigma \).

Since correntropy is related to the similarity between two random variables, a large correntropy stands for a close relationship between these variables. Hence, the maximum value of correntropy is called maximum correntropy criterion (MCC) which is defined in [124] as

\[
MCC(\sigma) \iff \max \frac{1}{N} \sum_{i=1}^{N} [k_\sigma(x_i, y_i)]
\] (4.3)

As we can see, correntropy can be viewed as a generalized correlation function between random variables. It has been shown that the capabilities of preserving nonlinear and non-Gaussian characteristics enable correntropy to be employed as a measure for determining nonlinear dynamics. Regarding the geometric interpretation, correntropy behaves as a metric equivalent to the 2-norm distance if the data points are close, while it provides the results similar to the 1-norm distance as the data points get further apart. Eventually it approaches the zero-norm as data points are far apart. This geometric interpretation elucidates the robustness of correntropy. Moreover, MCC derived from correntropy at-
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tracts much attention in machine learning community, since it could serve as a more robust adaptation metric applied for parameter optimization. Hence, the mechanism of MCC offers a feasible and powerful alternative to the second order statistics. MCC is inherently insensitive to outliers and it is more robust to deal with imprecision and uncertainty of nonlinear and non-Gaussian signals without the knowledge of the underlying data density.

In the conventional methods, mean squared error (MSE) is contrast to correntropy. MSE is a quadratic function of similarity measure in the joint space. MSE is not always the best possible criterion to use in adaptive learning. In fact, the MSE function performs well when the statistics are zero mean and the distribution is Gaussian. In many practical cases, these conditions are violated by noises which can make the distribution non-Gaussian. This makes sense to study alternative functions and take a different approach using information theoretical concepts. There are advantages of using MCC algorithm over MSE when the signals of interest are non-Gaussian. MCC has a great advantage with respect to MSE in terms of computational complexity. Moreover, correntropy cost functions may provide faster convergence for the same adjustment.
4.5 The Proposed Score Level Fusion Framework

Extensive experiments demonstrate that there are no sharp boundaries between the emotional states [99]. Hence it is not easy to distinguish emotional states by maximizing the geometric distance for emotion application. Since the human perception of emotion is heavily based on the integration of different patterns from voice and facial expression, our strategy is to identify the intrinsic association between different modalities based on a measure of similarity. The proposed method based on maximum correntropy criterion optimization technique is developed to transform the score level data into more discriminant information which maximizes the inter-class dissimilarity and minimizes the intra-class similarity. In this thesis, the input samples are $X = \{\{x_l^i\}_{i=1}^{n_l}\}_{l=1}^{C}$, where $n_l$ of samples belongs to class $\omega_l (l = 1, 2, ..., C)$. We define $S_{inter} = \sum_{l=1}^{C} (u_l - u)(u_l - u)^T$ as the inter-class scatter matrix and define $S_{intra} = \sum_{l=1}^{C} \sum_{i=1}^{n_l} (x_l^i - u_l)(x_l^i - u_l)^T$ as the intra-class scatter matrix, where $u_l$ is the mean vector of class $\omega_l$ and $u$ is the global mean of all the samples. The optimal transformation is realized by maximizing the ratio of $J_R = (R^T S_{inter} R)/(R^T S_{intra} R)$. If the denominator of the cost function is simplified to $R^T S_{intra} R = I$, the optimization problem can be converted to a problem of maximizing $J_R = R^T S_{inter} R$ [125].

The traditional cost functions provide global measurement and all data points in
the joint domain contribute equally. Unlike the existing methods, correntropy is a local similarity measurement whose value is mainly determined by the kernel function. Moreover noise and variation have less impact on the correntropy measurement. Due to the properties of correntropy, maximum correntropy criterion can be applied to achieve more robust and stable optimization performance and handle non-Gaussian distribution with large variation. Substituting $x_i = (u_l - u)$ and $y_i = RR^T(u_l - u) = RV_l$ into the expression of maximum correntropy criterion leads to correntropy based optimization problem as follows [125].

$$\max_R J_{MCC} = \sum_{l=1}^{C} k_\sigma ((u_l - u) - RV_l)$$

$$s.t. \quad R^T S_{intra} R = I$$

Since $R$ is orthonormal, the expression can be rewritten to the following cost function.

$$\max_R J_{MCC} = \sum_{l=1}^{C} k_\sigma (\sqrt{U_l^T U_l - U_l^T R R^T U_l})$$

$$s.t. \quad R^T S_{intra} R = I$$

where $U_l = u_l - u$ and $k_\sigma$ is Gaussian kernel with a bandwidth $\sigma$. The cost function can be optimized by many methods. In order to achieve fast convergence, a half quadratic based algorithm is applied to solve the nonlinear optimization problem of maximum
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correntropy criterion based method [126]. The algorithm can be summarized as follows.

(1) The input vectors consist of the matching scores from the score level.

(2) Then initialize the basic vectors $R$ where $R^T R = I$.

(3) Next we need to deal with iteration. In each iteration, we calculate the expression

$$p_t = -k_n (\sqrt{U_t^T U_t - U_t^T R R^T U_t}).$$

We continue update $R$ according to $S^{-1}_{\text{intra}} S_{\text{inter}} W R = \lambda R$ until the convergence.

(4) Then we obtain transform matrix $R$.

Score level fusion faces several challenges, especially for multimedia applications. The matching scores generated from different modalities, like audio and video channels, are diversified and heterogeneous. For example, an emotion recognition system usually deals with the vast variance and diversity of vocal data and facial expressions. The audiovisual signals are influenced by noise, occlusions, and subtle changes in face expression. Hence, it is necessary to convert these scores into a discriminant representation with the same nature. Moreover the uncertainty and potential imprecision about classifiers should be considered. However, the existing approaches are mostly rule-based fusion methods which largely depend on weighted level of each modality. They do not account for the dynamic properties of input signals. Their principles of classification are usually based on geometric distance, which is heuristic and does not reveal the nature of the signals. Another interesting observation is that there is not even a single feature which is signifi-
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cant for all the classes. This actually reveals the nature of human emotion and there are no clear boundaries between emotions. One emotion might have similar patterns with some of the other emotions, while another emotion may have different patterns with the rest. Hence the human perception of emotion is based on the integration of different patterns. Many previous works have been restricted to pre-defined rules [111]. They usually do not have a satisfactory performance in realistic scenarios. Therefore, we need new fusion strategies which could result in small intra-class variation, large inter-class variation, and robustness to noise.

In this chapter, we employ maximum correntropy criterion (MCC) as similarity measurement to improve the accuracy, efficiency, robustness, and fault tolerance of score level fusion. In practical application, the accurate estimation of the joint densities for all matching scores is not always possible because of the limited availability of training data. The underlying reason to select the strategy based on MCC is that the estimation of entropy requires no prior, or relatively minimal, knowledge of the data structure. Experimental results demonstrate that emotional states do not have clear-cut boundaries; hence it is difficult to characterize the joint characteristics of different modalities. To address this problem, the proposed MCC based framework can transform the scores into a more discriminant domain before the matching stage and take full advantage of as much data as possible to distinguish two or more different emotions. Hence, the complementary
relationship of multiple modalities can be effectively utilized at score level. Compared with most traditional methods which are empirically determined and computationally expensive, our approach improves robustness and fault tolerance of score level fusion in emotion recognition application. Therefore, the MCC based score level fusion method provides robust classification ability and high flexibility in various scenarios.

4.6 The Application to Audiovisual Emotion Recognition

4.6.1 System Design

As pointed out previously, since human emotional behavior is a dynamic, complex and multimodal process, bimodal information from speech signal and facial expression will be considered in this work. Facial expression is acknowledged as one of the most direct channels to express human emotions on non-verbal communication. Recent trends in the research field of emotion recognition emphasize the combination of audio and video streams to achieve improvement in the recognition performance [127]. In audiovisual emotion recognition, the mutual correlation of the two modalities utilized by information fusion has flexibility in various scenarios. When one modality is corrupted, the other
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modality plays a more important role and helps to improve the performance. Moreover matching scores at score level contain sufficient information to distinguish and they are relatively easy to obtain. Therefore, based on the proposed score level fusion method and the feature level fusion method presented in Chapter 3, this chapter presents a new dual-level fusion solution for audiovisual signals at feature level and score level [128]. In this system, information fusion at feature level is based on kernel entropy component analysis (KECA) described in Chapter 3. The obtained features are utilized as input for HMM classifiers, and the resulting scores from HMM are analyzed by the score level fusion method based on MCC to obtain the final decision. Figure 4.1 sketches an overview of the architecture of the proposed recognition system. It contains four main blocks: a) feature extraction, b) feature level fusion module, c) classification, and d) score level fusion module.

As shown in this figure, at first feature extraction from the audio and visual channels has been performed, separately. The bimodal features derived from the emotion samples are not suitable to be used directly in classification and more representative features transformed from original data are needed. We process the extracted audio and visual features by the proposed KECA based feature level fusion approach. As presented in Chapter 3, KECA provides audio and visual information with dimensional reduction and information fusion at the feature level, and the resulting features from successive
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Figure 4.1: System block diagram of multimodal fusion solution for audiovisual emotion recognition.

segments are subsequently modeled by hidden Markov model (HMM). HMM identifies the inherent temporal structure of the features, and contains the likelihood of the samples with respect to different classes. HMMs can exploit the information of correlation among audiovisual modalities which are used to describe the temporal dynamics of the emotion cues between the audio and visual signal streams. Two HMMs are constructed for audio and visual channels respectively. The obtained features of audio and visual channels in the transformed domain are considered as the input to their respective HMM, and the outputs of each modality are treated as the matching scores. In score level fusion, the
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intrinsic relationship of audio and visual channels is utilized through the introduction of MCC, and the final recognition results are obtained through score level fusion from the obtained audiovisual score values. The proposed score level fusion method is to further assist the decision making in the final fusion module. Therefore, the fusion of audiovisual information is performed at feature level and score level. The dual-level fusion strategy integrates multiple streams by considering the correlation and contribution of different streams to obtain improved recognition result.

Score level fusion is a process of combining intermediate results. The benefits of score level fusion used in emotion recognition system are twofold. The first is to solve the problem based on “divide and conquer”. The underlying data set and the corresponding feature distribution of audio and visual channels could be too complex for a single classification module to learn. By using a divide and conquer approach, the bimodal feature spaces are divided into several distributions. Each part is handled by a classification module, which makes the problem easier. The second merit of score level fusion is the efficiency of training. The computational efficiency suffers from training and evaluation of a single classifier with large databases. In many audiovisual applications, partitioning of data into different subsets and combining the intermediate results to a final decision often prove to be more robust, time-saving, and competitive strategies.

The key issues in bimodal emotion recognition include the synchronization of fusion
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process and the appropriate levels at which the information is to be fused. It is not always true that different modalities produce complimentary data in the fusion process. Asynchrony between audio and visual streams is a major problem for the early fusion. If we need to conduct the fusion process in the early fusion stage, we should fully understand the temporal structures of different modalities, for example the temporal correlation between speech and facial expression. However this issue is one of the unexplored areas of audiovisual emotion recognition. Therefore, we generally utilize late integration models, like score level fusion, to get the ultimate classification decision. Hence audio and visual streams are analyzed separately at early fusion and integrated dependently at late fusion, which allows them not occur simultaneously.

4.6.2 Visual Feature Extraction and Analysis

Visual information is the most direct method of interaction between human and machine, and rich emotional information is conveyed through the human face. Our goal is to investigate the role of static and dynamic information conveyed by facial expressions during emotional speech. We need to compute compact facial representations which preserve the useful information of the facial shapes and movements. Moreover, we need to model and recognize emotions by the knowledge of speech-related facial expressions occurring in parallel. The insights gained from emotional face analysis could be applied to
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improve automatic emotion recognition and create more natural human computer interfaces. Many solutions have been proposed to process facial expressions and identify the emotional information. However, this requires efficient algorithms. One typical example is an emotion recognition model from geometric facial features using self-organizing map presented by Majumder [129]. A comprehensive data driven model using extended Kohonen self-organizing map (KSOM) has been developed whose input is a 26 dimensional facial geometric feature vector comprising eye, lip and eyebrow feature points. In addition, Metallinou et al. presented visual emotion recognition application using compact facial representations and viseme information [130]. The detailed motion-captured facial information of ten speakers of both genders is analyzed during emotional speech.

**Visual Feature Extraction Based on Gabor Filter**

Utilizing visual feature to understand emotional expressions has been demonstrated to be a robust approach for emotion recognition. The human facial expressions mostly originate from the movements of facial muscles. In existing emotion recognition schemes based on facial expression analysis, feature-based or region-based approaches are usually employed to determine the emotional states in the given image or video sequence [131]. In this thesis, the visual features are generated by the representation of specific regions in face images based on Gabor library [132]. Gabor transform based feature extraction has a
high degree of correlation with facial emotion expressions and minimum loss of primitive information. Gabor filters have received a special attention in research community due to their resemblance to the models of visual processing in primary visual cortex. Gabor wavelets capture the properties of orientation selectivity, spatial localization and spatial frequency in both space and frequency domains. Figure 4.2 illustrates Gabor filters with five spatial frequencies and eight orientations. It can be seen that Gabor filters exhibit strong characteristics of spatial locality and orientation selectivity. They have been extensively and successfully used in a number of object detection tasks. Numerous previous works have experimentally shown that Gabor based approaches can provide effective solution for facial expression recognition [133]. In this thesis, Gabor wavelets are applied with different spatial frequency properties to extract visual features from a sequence of facial region images.

In video channel, the visual features are extracted from the middle image of each shot instead of all images in order to reduce the computational complexity. After the facial region is detected from each image using Planar envelope approximation method in HSV color space, the detected region is segmented using skin color and processed by morphological operations to clear non-skin region. A set of multi-scale and multi-orientation Gabor wavelet coefficients are extracted by convolving face images normalized to a size of $64 \times 64$ with a bank of Gabor filters at 5 spatial frequencies and 8 orientations.
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Based on the Gabor representations, visual features can be generated. Gabor filters are invariant against distortion, rotation and scale, and have the useful property of robustness against variations in illumination. They perform well for the task of facial expression analysis in image-based approaches. In order to reduce the computational complexity, the Gabor coefficients are down-sampled to a size of $32 \times 32$ in each sub-band and the resulting coefficients lead to the extracted feature vectors [23]. Although the visual feature vectors are largely down-sampled, the data points of the feature vectors are so sparse that the finite set of sampling data may not provide adequate classification capability. Working with well-selected feature sets can remove the irrelevant information in the original features and reduce computational load with a decreased dimensionality.

In order to alleviate this problem, the extracted visual features are transformed using
4.6. THE APPLICATION TO AUDIOVISUAL EMOTION RECOGNITION

KECA based method. The resulting features are modeled by HMM and the scores provided by HMM are used to implement information fusion with audio channel at the score level in the application of emotion recognition.

**Visual Feature Extraction Based on EBS Model**

Besides the Gabor filter based method of visual feature extraction, we extract visual features from a deformable Elastic Body Spline (EBS) model to make a comparison with other methods [134]. EBS algorithm mathematically describes the equilibrium displacement of the facial expressions subjected to muscular forces using a Navier partial differential equation (PDE). To find an appropriate physical property for an expression, muscular forces are assumed to distribute on the homogeneous isotropic elastic body of the facial region to obtain smooth deformation. Solving the PDEs, we can form the splines as linear combination of translated versions of the solution. The spline relaxes to an affine transformation as the distance from the point approaches infinity. In previous works, one constant EBS physical property is computed for a facial expression. However, different muscle fiber has a different way of deformation. The Poisson’s ratio should be position dependent and the elastic property at different locations should not be the same. In our method, we use different Poisson’s ratios to model the facial muscle fiber.

The algorithm for deformation feature extraction can refer to [134]. First initialize
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Figure 4.3: EBS facial model construction with different Poisson’s ratio $\lambda$ (a) male anger facial expression (b) female sadness facial expression (c) female anger facial expression (d) male happiness facial expression.

the control point positions $X_i$ for the neutral face. Then set the Poisson’s ratio $\lambda$ for each facial region to 0.01. Next calculate the EBS between neutral and expressive faces using the method in [134]. We compute the distance $d_t$ according to the $t$-th characteristic feature points at the boundary of two facial regions. Then we summarize the distance for the characteristic feature point at the $m$th boundary of the $n$th facial region as $D_{min}$ so that we get $D_{min} = \text{absolute}(\sum d_t)_{m,n}$. The following step is iteration for all facial regions. The iteration procedure is to change $\lambda$ from 0.02, 0.03, ... to 0.5 in one facial region and keep other regions unchanged. Then we find the new distance $D_{m,n}$, keep $\sum_{m,n}(D_{m,n}) \leq \sum_{m,n}(D_{min})$ and update $D_{min}$. After iteration, we find the minimum $D_{min}$ to fix $\lambda$ and the EBS coefficients for each facial region. Using this approach, we
can find a set of Poisson’s ratios \( \lambda \) for all facial regions and construct more reasonable facial features for the final decision.

Figure 4.3 illustrates EBS facial model construction with different Poisson’s ratios. The proposed method could extract the prominent characteristics of facial expressions and accurately describe the primary factors to discriminate between expressions. It is more robust under different illumination conditions and subtle facial expressions. The visual features transformed by KECA based feature level fusion method are viewed as an input to the classifier which can provide the classification scores for video channels. The resulting scores from HMM are further processed at the score level. At the score level, integrated with the matching score from audio channel using maximum correntropy criterion based score level fusion method, a more stable and accurate recognition decision of emotion states is achieved.

4.6.3 Experiments

The experimental databases and experimental setup used in this section are the same as those used in the application of audio emotion recognition. The dimensionalities of audio features and visual features are set to 240 and 175 respectively [79]. Apart from working with unimodal classifiers, we conduct experiments on both early fusion and late fusion of audio and visual features. The six emotion states are used in the experiments.
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Figure 4.4: Experimental results of eNTERFACE database. The feature level fusion is based on KECA, KPCA and KCCA. The score level fusion is based on MCC. Left: $\sigma=0.2$; Right: $\sigma=0.4$

Figure 4.5: Experimental results of eNTERFACE database. The feature level fusion is based on KECA, KPCA and KCCA. The score level fusion is based on MCC. Left: $\sigma=0.6$; Right: $\sigma=0.8$

Comparison of feature level fusion
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Figure 4.6: Experimental results of RML database. The feature level fusion is based on KECA, KPCA and KCCA. The score level fusion is based on MCC. Left: $\sigma=0.2$; Right: $\sigma=0.4$

Figure 4.7: Experimental results of RML database. The feature level fusion is based on KECA, KPCA and KCCA. The score level fusion is based on MCC. Left: $\sigma=0.6$; Right: $\sigma=0.8$
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Figure 4.4, Figure 4.5, Figure 4.6 and Figure 4.7 demonstrate the overall recognition accuracy of eNTERFACE database and RML database using KECA, KPCA and KCCA based feature level fusion at different dimensionality. The parameter $\sigma$ stands for kernel size and it is set from 0.2 to 0.8 with a step size of 0.2 for comparison. The score level fusion strategy for all these experiments is based on MCC. The visual feature extraction method is based on EBS model. The recognition accuracy is calculated as the ratio of the number of correctly classified samples and the total number of samples in the data set. The improved performance of KECA is reasonably satisfactory and encouraging. The proposed method effectively captures the intrinsic relationship between two modalities and outperforms other methods in dimensionality reduction and accuracy performance. The overall recognition accuracy of the proposed solution levels off even if the projected dimensionality is low, which displays the dimensionality reduction property of KECA based fusion strategy. On the other hand, the accuracy of the traditional methods is largely decreased if the projected dimension is too small. The extracted features at the higher dimension might carry redundant or noisy data. Hence if the fusion model is not appropriately selected, the degraded performance may be generated. More stable and accurate results achieved by the KECA based fusion method result from the effective preservation of most useful information. The experiment results show that the proposed method outperforms the existing methods, like KPCA and KCCA. From these
### 4.6. THE APPLICATION TO AUDIOVISUAL EMOTION RECOGNITION

<table>
<thead>
<tr>
<th>Actual Emotion(%)</th>
<th>Happiness</th>
<th>Disgust</th>
<th>Fear</th>
<th>Angry</th>
<th>Surprise</th>
<th>Sadness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>84.13</td>
<td>2.45</td>
<td>3.56</td>
<td>4.41</td>
<td>3.02</td>
<td>2.43</td>
</tr>
<tr>
<td>Disgust</td>
<td>4.16</td>
<td>78.5</td>
<td>4.44</td>
<td>3.12</td>
<td>4.09</td>
<td>5.69</td>
</tr>
<tr>
<td>Fear</td>
<td>2.51</td>
<td>3.29</td>
<td><strong>85.89</strong></td>
<td>3.35</td>
<td>2.67</td>
<td>2.29</td>
</tr>
<tr>
<td>Angry</td>
<td>2.31</td>
<td>2.3</td>
<td>3.03</td>
<td><strong>85.7</strong></td>
<td>2.77</td>
<td>3.89</td>
</tr>
<tr>
<td>Surprise</td>
<td>4.16</td>
<td>5.1</td>
<td>3.54</td>
<td>5.02</td>
<td><strong>77.87</strong></td>
<td>4.31</td>
</tr>
<tr>
<td>Sadness</td>
<td>1.7</td>
<td>4.31</td>
<td>6.61</td>
<td>2.88</td>
<td>5.21</td>
<td><strong>79.29</strong></td>
</tr>
</tbody>
</table>

Table 4.1: Confusion matrix of average performance on two databases. The feature level fusion is based on KECA. The score level fusion is based on MCC.

<table>
<thead>
<tr>
<th>Actual Emotion(%)</th>
<th>Happiness</th>
<th>Disgust</th>
<th>Fear</th>
<th>Angry</th>
<th>Surprise</th>
<th>Sadness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td><strong>63.45</strong></td>
<td>10.33</td>
<td>9.34</td>
<td>5.98</td>
<td>9.11</td>
<td>1.79</td>
</tr>
<tr>
<td>Disgust</td>
<td>11.42</td>
<td><strong>66.22</strong></td>
<td>3.22</td>
<td>11.12</td>
<td>3.98</td>
<td>4.04</td>
</tr>
<tr>
<td>Fear</td>
<td>14.22</td>
<td>5.1</td>
<td><strong>59.98</strong></td>
<td>5.31</td>
<td>12.54</td>
<td>2.85</td>
</tr>
<tr>
<td>Angry</td>
<td>6.98</td>
<td>5.32</td>
<td>5.34</td>
<td><strong>64.41</strong></td>
<td>11.23</td>
<td>6.72</td>
</tr>
<tr>
<td>Surprise</td>
<td>10.01</td>
<td>9.34</td>
<td>1.23</td>
<td>2.1</td>
<td><strong>62.11</strong></td>
<td>15.21</td>
</tr>
<tr>
<td>Sadness</td>
<td>8.31</td>
<td>4.63</td>
<td>5.21</td>
<td>12.98</td>
<td>9.42</td>
<td><strong>59.45</strong></td>
</tr>
</tbody>
</table>

Table 4.2: Confusion matrix of average performance on two databases. The feature level fusion is based on KPCA. The score level fusion is based on MCC.

<table>
<thead>
<tr>
<th>Actual Emotion(%)</th>
<th>Happiness</th>
<th>Disgust</th>
<th>Fear</th>
<th>Angry</th>
<th>Surprise</th>
<th>Sadness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td><strong>74.45</strong></td>
<td>3.33</td>
<td>10.34</td>
<td>4.98</td>
<td>5.11</td>
<td>1.79</td>
</tr>
<tr>
<td>Disgust</td>
<td>9.42</td>
<td><strong>68.22</strong></td>
<td>3.22</td>
<td>10.12</td>
<td>3.98</td>
<td>5.04</td>
</tr>
<tr>
<td>Fear</td>
<td>4.22</td>
<td>6.1</td>
<td><strong>67.98</strong></td>
<td>8.31</td>
<td>8.54</td>
<td>4.85</td>
</tr>
<tr>
<td>Angry</td>
<td>1.98</td>
<td>2.32</td>
<td>5.34</td>
<td><strong>74.41</strong></td>
<td>7.23</td>
<td>8.72</td>
</tr>
<tr>
<td>Surprise</td>
<td>10.01</td>
<td>1.34</td>
<td>4.23</td>
<td>2.1</td>
<td><strong>73.11</strong></td>
<td>9.21</td>
</tr>
<tr>
<td>Sadness</td>
<td>3.31</td>
<td>5.63</td>
<td>5.21</td>
<td>12.98</td>
<td>3.42</td>
<td><strong>69.45</strong></td>
</tr>
</tbody>
</table>

Table 4.3: Confusion matrix of average performance on two databases. The feature level fusion is based on KCCA. The score level fusion is based on MCC.

experiments, the noticeable improvement of dimensionality reduction and the ability of preserving useful data of the proposed fusion strategy have been clearly demonstrated.

The comparison of different methods is also displayed as a two-dimensional confusion
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matrix with a row and a column for each class. Table 4.1, Table 4.2 and Table 4.3 display three confusion matrices of the average performance on eNTERFACE database and RML database based on KECA, KPCA and KCCA at feature level and MCC at score level. The projected dimension is set to 120. It is observed that, in general, smaller $\sigma$ values tend to lead to better performance. Hence the kernel size $\sigma$ is set to 0.2. The rows of confusion matrix are associated with the actual classes of the samples and the columns of confusion matrix are associated with the detected classes of the samples. Each element of the matrix represents the percentage of correctly classified samples for which the actual class is the row and the detected class is the column. The diagonal elements are the percentage of correct classification, while the others are the percentage of incorrect classification. These tables confirm the result of proposed method is better than those obtained by the methods based on KPCA and KCCA. Moreover it is apparent that the proposed audiovisual fusion solution has better accuracy and stability. Overall, this confirms the effectiveness of the proposed fusion solution.

Comparison of score level fusion

We compare the recognition accuracy of six emotion states between audio modality only, visual modality only and audiovisual multimodal fusion in Figure 4.8 and Figure 4.9. The feature level fusion of these experiments is using the proposed method based
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Figure 4.8: Comparison between audio modality only, visual modality only and audiovisual fusion of eNTERFACE database. The feature level fusion is based on KECA. The score level fusion is based on MCC.

Figure 4.9: Comparison between audio modality only, visual modality only and audiovisual fusion of RML database. The feature level fusion is based on KECA. The score level fusion is based on MCC.

on kernel entropy component analysis. The score level fusion for audiovisual modalities is using the proposed solution based on maximum correntropy criterion. The continuous and spectral features are extracted for audio stream. The visual feature based on EBS model is processed for visual channel. The graphic comparison depicts that the fusion result outperforms those obtained by non-fusion methods using features from a single...
modality. It is noted that some emotion states, like anger, disgust and surprise are better distinguished in audio channel, while other emotion states, like fear, sadness and happiness are more discriminant in visual channel. By integrating audio and visual modalities, the recognition accuracies of most emotion states are improved. It is clearly observed that the complementary relationship of audio and visual information enhances the system performance, confirming the effectiveness of the proposed method.

Figure 4.10 shows the comparison of average recognition accuracy between different score level fusion methods on eNTERFACE database and RML database. The accuracy is measured by the percentage of correctly classified samples. In order to demonstrate the superior performance of the proposed method, we compare the emotion recognition results obtained from the unimodal and different fusion methods. We also make a
comparison among different late fusion schemes. We compare the performance between audio modality only and visual modality only. For the result of audio modality only, continuous and spectral features are utilized. For the result of visual modality only, EBS model based method is employed. We also compare the maximum correntropy criterion based solution with the existing methods, like pre-defined rule based algorithm, linear discriminant analysis (LDA) and k-nearest neighbors (k-NN). The pre-defined rule based algorithm is based on equally weighted sum rule. LDA is used to further discriminate the emotion features to their respective classes. The k-NN method is an instance-based learning classifier, which is widely used for classifying unknown instances based on some distance or similarity function. In the comparison of different score level methods, the visual feature extraction method is based on EBS model and the feature level fusion is based on KECA. Figure 4.10 demonstrates that the traditional methods could provide better performance than audio modality only and visual modality only, but the proposed fusion solution achieves the best overall recognition result. It is shown that our method successfully utilizes the characteristics of multimodal emotional data. It is more robust and stable for the practical environment. In summary, from the above experimental results, the effectiveness of the proposed fusion solution has been confirmed and we observe the superior performance of the proposed strategy when it is compared with the previous methods.
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Comparison with Gabor filter based method

The experiments mentioned above are based on EBS model for visual extraction. In many existing applications, 2D Gabor filter is one of the most popular visual extraction methods. In this section, we present and compare the fusion schemes using 2D Gabor filter based method for video stream feature extraction. Figure 4.11, Figure 4.12, Figure 4.13 and Figure 4.14 demonstrate the overall recognition accuracy of eNTERFACE emotion database and RML emotion database using 2D Gabor filter based visual feature extraction method. KECA, KPCA and KCCA based feature level fusion strategies are used. The parameter \( \sigma \) stands for kernel size and it is set from 0.2 to 0.8 with a step size of 0.2 for comparison. The score level fusion is based on MCC. The visual feature extraction method is based on Gabor filter model. Comparison with Figure 4.4, Figure 4.5, Figure 4.6 and Figure 4.7 shows that EBS model based visual extraction method provides better overall recognition accuracy and improves accuracy rate by about 4%. Hence EBS model outperforms Gabor filter in the visual extraction for emotion recognition.

Figure 4.15 compare the emotion recognition results obtained from unimodal methods and different score level fusion methods. For the audio modality, continuous and spectral features are utilized. For the video modality, Gabor filter based method is employed. Different score level fusion solutions are compared with the proposed MCC based method,
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Figure 4.11: Experimental results of eNTERFACE database. The visual feature extraction is using Gabor filter based method. The feature level fusion is based on KECA, KPCA and KCCA. The score level fusion is based on MCC. Left: $\sigma=0.2$; Right: $\sigma=0.4$

Figure 4.12: Experimental results of eNTERFACE database. The visual feature extraction is using Gabor filter based method. The feature level fusion is based on KECA, KPCA and KCCA. The score level fusion is based on MCC. Left: $\sigma=0.6$; Right: $\sigma=0.8$
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Figure 4.13: Experimental results of RML database. The visual feature extraction is using Gabor filter based method. The feature level fusion is based on KECA, KPCA and KCCA. The score level fusion is based on MCC. Left: $\sigma=0.2$; Right: $\sigma=0.4$

Figure 4.14: Experimental results of RML database. The visual feature extraction is using Gabor filter based method. The feature level fusion is based on KECA, KPCA and KCCA. The score level fusion is based on MCC. Left: $\sigma=0.6$; Right: $\sigma=0.8$
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Figure 4.15: Average accuracy of two emotion databases using audio modality only, visual modality only and audiovisual fusion based on different score level fusion methods.

including pre-defined rule based algorithm, linear discriminant analysis (LDA) and k-nearest neighbors (k-NN). In the comparison of different score level methods, the feature level fusion is based on KECA and Gabor filter based method is used for visual extraction. As shown in Figure 4.15, combining the information of multiples modalities enhances the classification accuracy and the MCC based score level fusion achieves best performance.

Figure 4.16 compares the average emotion recognition results obtained from unimodal methods and different score level fusion methods based on Gabor filter and EBS model. The score level fusion solutions include equally weighted sum rule, linear discriminant analysis (LDA), k-nearest neighbors (k-NN), and the proposed MCC based method. As shown in Figure 4.16, the MCC based score level fusion outperforms the traditional methods. It is worthwhile comparing the left columns based on EBD model with the
right columns based on Gabor filter. The comparison reveals that using EBS features leads to 4 percent improvement over using Gabor features in visual only recognition. The elaborated EBS features extracted from 3D model apparently provide more accurate information in representing the visual characteristics of human facial expressions than the features extracted using 2D Gabor filter. It is quite certain that this is also the reason for better performance in bimodal emotion recognition using EBS visual features.

4.7 Summary

This chapter presents the advantage and limitations of information fusion at score level. It also discusses three categories of previous methods including rule based fusion, classifier based fusion, and density based fusion. Chapter 4 describes the issue of data structure
analyzed by similarity metric with information theoretic learning principle. The information theoretic concepts, such as correntropy and maximum correntropy criterion (MCC), are presented and discussed in details. To overcome the existing drawbacks of score level fusion, this chapter introduces a novel approach for score level fusion based on MCC. The proposed methods of feature level fusion and score level fusion are implemented in the emotion recognition application based on integration of audio and visual information. Visual feature extraction is based on two methods including Gabor filter and EBS model. At score level, the fusion solution based on maximum correntropy criterion is employed to combine the corresponding matching scores and obtain the detected emotion state. This application has been evaluated through extensive experiments conducted on eNTERFACE and RML emotion databases. Experimental results demonstrate the effectiveness of the proposed frameworks in terms of both accuracy and reliability.
Chapter 5

Conclusions and Future Work

Within the last couple of years, multimodal recognition of human emotional states has gained a considerable interest from the research community. Technologies for human emotion perception including speech, facial expression and language have expanded the interaction modalities between humans and computers. With the growing usage of human computer interaction, emotion recognition technology provides an opportunity to promote effective communication. Since understanding emotional expression can refer to verbal and non-verbal channels, constructing an emotion recognition system from multimodal information is desirable. In this thesis, the integration of audio and visual information with the application to emotion recognition has been studied. The proposed methods of feature level fusion and score level fusion are implemented in audiovisual
emotion recognition. We explore possibilities for enhancing the generality and robustness of emotion recognition system by using the techniques of multimodal information fusion based on entropy estimation. Extensive experiments demonstrate the feasibility of the proposed multimodal emotion recognition frameworks based on integrated analysis of speech and facial expression.

This thesis presents an overview of emotion recognition applications and information fusion strategies. It also covers several critical issues of emotion recognition and information fusion including the challenges, the techniques of the existing methods and so on. The strategies of information fusion have been employed to accomplish various emotion analysis tasks. Considering the drawbacks of the previous methods, this thesis introduces novel strategies for multimodal information fusion which implement the techniques of information theoretic learning into the area of information fusion. A novel information theoretic tool, kernel entropy component analysis, has been applied to feature level fusion for emotion recognition, which aims at building up a close connection between multimodal information fusion and information theoretical tools. The thesis also proposes a new method of score level fusion based on maximum correntropy criterion estimation. Unlike the existing rule-based score level fusion algorithms, the proposed method depends on entropy estimation which reveals the nature of information. These methods have been applied to audio and visual modalities at both feature level and score level in
the application of emotion recognition. The experimental results demonstrate the feasibility of the proposed solutions, and shows that the proposed solutions outperform the existing methods. Therefore, this thesis offers us novel audiovisual emotion recognition frameworks using multimodal information fusion based on entropy estimation.

5.1 Future Work

As an extension of this thesis, we propose the following possible directions for future research. In this thesis, a connection between information theory and information fusion has been built up, but the concepts of information theory covered in the thesis are only entropy and correntropy. There are more sophisticated tools in information theory such as joint entropy, mutual entropy, mutual information, etc., which can help explore more reasonable and efficient relationship between different modalities in information fusion. The application of information theory enables us to consider the problem of machine learning from the viewpoint of the nature of information instead of statistics. We believe that the direction of integrating information theory and information fusion needs more work.

Despite the fact that a great number of multimodal information analysis tasks have been successfully performed, there are some issues which have not yet been explored
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sufficiently. In fact there is little in-depth research on the characteristics of emotion databases. How may the changing context influence the fusion and classification process? Is there any model or feature most suitable to simulate the varying nature of emotion databases? How to use the tools of information theory instead of statistics to describe the model of emotional data? The above questions require greater attention from researchers in emotion recognition and information fusion.

Most of the existing research works in the field of affective computing focus on recognition of basic emotions mainly using acted databases. The speech and facial expressions are usually captured in predefined controlled lab. The training and evaluation of emotion recognition typically take place on databases obtained from the laboratory environment. Although some advances have been achieved, automatic emotion recognition occurring in natural environment is not fully explored. The nature of emotions is subtle, mixed and complex. And it is difficult to map the human emotional states in realistic settings into a single label. These facts lead to a challenging problem; How to accurately and realistically describe the intensity of emotions. Further work is necessary for spontaneous emotion estimation in practical situations.

Moreover, the current research work is restricted to dedicated databases which have limited samples. However, the increasingly popularity of networking websites has led to the explosive growth of multimedia data. High volumes of multimedia, such as audio,
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Video and images are being generated daily. Hence we should consider the information fusion of multimedia data as a problem of big data. The challenge is that the big data of audio, video and images requires more sophisticated algorithms for content analysis than previous databases with limited data. There is a tremendous amount of research works on efficient and effective techniques for large-scale multimedia information processing and storage based on the techniques of big data. With the rapid development of cloud computing technologies, it is possible for us to achieve complicated algorithms on massive multimedia data, like information fusion algorithms on large-scale audiovisual data, since the technologies of cloud computing are utilized to meet the requirements on infrastructure for big data, for example elasticity, cost efficiency, and smooth upgrading or downgrading [135]. Therefore, we should pay attention on how to realize information fusion for massive multimedia data from widely distributed data sources.

Cloud computing techniques realize distributed computing by utilizing multiple computers to execute computing simultaneously on the service side. Moreover, in order to process the increasing quantity of multimedia data, numerous cloud computing frameworks and data storage techniques have been developed [136]. The key core techniques for large-scale data computing techniques are Hadoop and MapReduce. Hadoop can conduct the parallel computing of big data through a computing cluster formed by low-priced hardware. MapReduce is a parallel computing algorithm and provides integrated
computing resources in distributed computing to reduce the computing time. Other techniques like NoSQL are currently taking the role of traditional database techniques to enhance the processing efficiency and flexibility for multimedia data, especially for audio and video signals. Popular NoSQL databases are MongoDB, Cassandra, Redis and CouchDB [137]. The impressive development of cloud computing brings us more potentials and possibilities in processing large-scale multimedia data. We are now able to analyze large-scale dataset about users’ emotional states by utilizing higher-speed multimedia data storage and processing frameworks for the first time. Millions of emotion data points present a unique opportunity to improve the ability of machine learning and emotion recognition is emerging as the next great source for us to learn about the users. Hence there are opportunities to further extend and improve our information fusion algorithms on emotion recognition. We believe that this research direction is worth special attention.
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