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Abstract

An introduction is given to the optical setup and principle of operation of classical and holographic interferometers that are used for convective heat transfer measurements. The equations for the evaluation of the temperature field are derived and methods of analysis are discussed for both two-dimensional and three-dimensional temperature fields. Emphasis is given to techniques for measuring local heat transfer rates. For two-dimensional fields, a method is presented for measuring the surface temperature gradient directly from a finite (wedge) fringe interferogram. This “direct gradient method” is shown to be most useful for the measurement of low convective heat transfer rates. For three-dimensional fields, the equations for calculating the beam-averaged local heat flux are presented. The measurement of the fluid temperature averaged along the light beam is shown to be approximate. However, an analysis is presented showing that for most cases the error associated with temperature variations in the light beam direction is small. Digital image analysis of interferograms to obtain fringe spacings is also discussed briefly.

1 Introduction

Interferometry has been widely used for full-field temperature measurement and for the evaluation of local convective heat transfer rates, with some of the earliest work dating back to the 1930's and 1940's [1, 2]. Until recently, most studies were performed by classical interferometry, using a Mach-Zehnder interferometer or similar instrument. But, in the past ten years, the use of holographic interferometry has become increasingly widespread.

A review of the recent literature shows that both classical [3, 4] and holographic [5, 6, 7] interferometry are currently in wide use. In fact, in recent
years there appears to have been a resurgence of interest in interferometry that has paralleled the rapid developments in heat transfer modeling. Complex numerical models require careful validation by experiment. For a variety of problems, interferometry can provide full-field temperature visualization and detailed local heat transfer data that are ideal for the verification of numerical predictions.

Interferometry, both classical and holographic, has some outstanding advantages compared to many other heat transfer measurement techniques. Perhaps the most significant advantage is that interferometry is non-intrusive, permitting measurements with no disturbance of the temperature or flow field. Another very useful feature is that the optical temperature measurements are free from thermal inertia. So, real-time measurements can be made of high speed transient phenomena.

However, interferometry also has some significant limitations, which must be considered. One obvious requirement is that the test fluid must be transparent to laser light. Also, interferometry requires a clean, low vibration environment and a skilled operator. For this reason its use is almost always restricted to a laboratory setting. In addition, since variations in the refractive index are integrated in the direction of the light beam, interferometry is best suited for making local heat transfer measurements in two-dimensional temperature fields. As will be discussed in Section 4.2, true local measurements in a three-dimensional field require the application of tomographic reconstruction methods.

An examination of the literature reveals that interferometry has been applied primarily to laminar heat transfer problems. Only a few studies have considered turbulent conditions. For example, a study by Lockett et al. [8,9] considered turbulent forced convection on a heated plate. In this investigation, high speed cinematography was used to capture the rapid near-wall temperature fluctuations. Another study, by Khuen and Goldstein [10,11] used a time-averaging method for temperature field visualization in a turbulent free convective flow.

In this chapter, a brief introduction is given to the optical setup and principle of operation of classical and holographic interferometers. The analysis of interferograms is discussed for both two- and three-dimensional temperature fields, with an emphasis on techniques for evaluating local convective heat transfer rates. To conclude, a simple digital image processing system for semi-automating the analysis of interferograms is presented.

2 Classical interferometry

One of the most common instruments used for classical interferometry is the Mach-Zehnder interferometer (MZI). Figure 1 shows a sketch of the optical setup of a typical MZI. The input optics consist of a beam expander and parabolic mirror, which are used to expand the laser into a large diameter collimated beam. At the first beam splitter (half-silvered mirror), the expanded beam is divided into two separate beams of approximately equal intensity, which are initially in phase. As shown in Figure 1, the test beam travels past the heated (or cooled) experimental model and the reference beam travels through the ambient air, which has uniform temperature.
Because of the change in refractive index with temperature of the fluid in the experimental model, the speed of light in the model section is different than in the reference beam. As a result, the test beam undergoes a phase shift relative to the reference beam. Because of the wave properties of light, when the two beams are recombined at the second beam splitter, this phase shift produces constructive and destructive interference in the output beam. This interference pattern can be analyzed to give a real-time measurement of the temperature field in the experimental model, which can be observed and recorded continuously.

For classical interferometry, high precision optical components must be used to obtain an interference fringe field that is free of distortion. In order to accurately measure the phase shift caused by the change in refractive index of the fluid in the test model, all other sources of phase disturbance must be reduced. From the point where the laser beam is split, to the point where the beams are recombined, all wave front distortions caused by the optical components must be kept to a minimum. Typically, this requires that the beam splitters, first-surface mirrors and test section optical windows (if required) be flat to approximately one twentieth of a wavelength of light ($\lambda/20$). Also, the surfaces of the beam splitters and optical windows must be parallel to approximately 1 arc second (1/3600 of a degree). For large diameter beams, components with these specifications are very expensive. In addition, if the test section is to be pressurized, Khuen [10] has found that thick optical windows must be used in order to reduce the stress-induced deflection of the window surface. Even slight curvature under loading can cause significant wave front distortions in the test beam, leading to measurement errors.

It should also be noted that for the test and reference beams to interfere, the two light beams must be coherent. This is why lasers are used exclusively for modern interferometry. The narrow spectral bandwidth of gas lasers produces long coherence lengths. As a result, the optical path lengths of the test and reference beams can be substantially different (by many centimeters) and still interfere...
strongly. Nevertheless, in practice, care should be taken to make the two path lengths close to the same, in order to get maximum fringe contrast. Further details of the design and operation of classical interferometers can be found in references [12, 13].

When the test beam and reference beam are almost perfectly parallel upon recombination at the second beam splitter, the interferometer is said to be in the “infinite fringe” setting. In this setting, the lines of constructive and destructive interference (called fringes) are lines of constant refractive index for a two-dimensional field. These fringes are also lines of constant density. So, for a gas when the pressure is constant, lines of constant fringe shift correspond to isotherms. An example of an infinite fringe interferogram is shown in Figure 2(a). This interferogram is of a steady free convective boundary layer on a vertical isothermal plate, taken in air with a MZI.

For some applications, the reference and test beams are purposely misaligned by a small angle upon recombination at the second beam splitter. This is called the “finite fringe” or “wedge fringe” setting. To understand the fringe pattern in this case, consider two plane waves diverging by a small angle $\theta$, as illustrated in

![Figure 2: Infinite and finite (wedge) fringe interferograms of laminar free convection from a heated isothermal flat plate in air.](image-url)
Figure 3. Lines have been drawn through the wave crests of both beams, normal to the direction of light propagation (z), assuming that both waves are plane. It can be seen that constructive interference occurs where the maxima of the two beams coincide. So, the intensity distribution varies across the beams, as indicated in the upper section of the figure. A screen placed perpendicular to the z-axis will display alternate dark and light fringes. From geometry, it is evident that the spacing between fringes is:

\[ d = \frac{\lambda/2}{\sin(\theta/2)} \quad \text{for small } \theta \]  

(1)

It should be emphasized that the angle of divergence (\( \theta \)) is shown greatly enlarged in Figure 3. For a finite fringe spacing of \( d=2 \) mm, with a He-Ne laser (\( \lambda = 6.328 \times 10^{-7} \) m), the angle between the test and reference beams is only about 1/50th of a degree. As the angle (\( \theta \)) approaches zero, the finite fringes get further apart and the distance (\( d \)) between the fringes approaches infinity. This is the reason for the term “infinite fringe” setting.

An example of a finite fringe interferogram is shown in Figure 2(b). In this interferogram, the undisturbed horizontal finite fringes in the ambient were produced by slight misalignment of the test and reference beams in the vertical plane. Note that the finite fringes are straight horizontal lines in the ambient, where
the temperature is uniform. But, the fringes bend as they enter the thermal boundary layer. The fringes bend because the test beam experiences an additional phase shift as it passes near the heated plate and is no longer a plane wave in this region.

Although the finite fringe setting does not provide the clear temperature field visualization of the infinite fringe setting, it does have some advantages. In practice, a finite fringe condition is much easier to achieve than the infinite fringe setting and is less susceptible to vibrations. Also, as will be shown in Section 4.1.1, finite fringes can be used to make measurements in regions of low temperature gradient, where measurements would be difficult using the infinite fringe setting. So, in effect, the finite fringe setting can be used to increase the sensitivity of the interferometer.

Several optical configurations other than the MZI have been used for classical interferometry [14, 15]. One particularly noteworthy configuration is the Twyman-Green interferometer, shown in Figure 4. Note that for this optical setup, the test beam makes a double pass through the experimental model. This results in a doubling of the sensitivity; twice as much phase shift occurs in the test beam for the same fluid temperature difference. So, twice as many interference fringes are produced, compared to a MZI. This configuration can be useful for increasing the

![Figure 4: Plan view of the optical setup for a Twyman-Green interferometer.](image)
number of fringes when measurements must be made at a low temperature difference or when the test model must be short in the light beam direction. Papple and Tarasuk [16] have used a Twyman-Green interferometer to study free convection around a vertical cylinder in air. Also, Fröhlich et al. [17] have studied the temperature field in SF6 using this optical setup. One drawback noted by Papple [18] is that the interferograms tend to be slightly lower in quality (i.e. higher levels of noise) than for the MZI configuration. Also, alignment of the optics is particularly critical since the test beam must travel along the precisely same path in both directions past the experimental model. Other optical configurations that use a multiple-pass of the test beam have also been proposed [19, 20].

3 Holographic interferometry

An overview of the application of holography to the measurement of refractive index fields will be presented in this section. The detailed theory of holography is too involved to discuss here. The reader is referred to the literature [21, 22, 23, 24, 25] for an in-depth explanation and mathematical description.

Figure 5 shows a typical optical setup of a holographic interferometer for convective heat transfer measurements. Clearly, the optical configuration has many similarities to that of a MZI. Comparing Figures 1 and 5 reveals that the main difference between a MZI and a holographic interferometer is that the second beam splitter is replaced with a holographic plate. As in classical interferometry, a beam splitter initially divides the laser light into two beams. But, for holography the standard terminology is slightly different. One beam, called the reference beam, passes through the undisturbed ambient air and strikes the holographic plate. The other beam, called the object beam, passes through the test section prior to reaching the plate. When holography is applied to the measurement of refractive index fields, the test fluid is called a phase object. This is because the test fluid mainly affects the phase distribution of the light beam.

As discussed in the previous section, a classical interferogram is formed by the interference of the test beam with the reference beam, while the heat transfer process of interest is occurring in the test beam. In contrast, for holographic interferometry, the interferogram is generated by the interference of two object beams, which occur at different times. Two object waves, one with and one without heat transfer, are superposed to produce the interferogram. Two methods are commonly used to achieve this superposition: (i) Double Exposure holographic interferometry and, (ii) Real-time holographic interferometry.

Both the Double Exposure and Real-time methods make use of object beam reconstruction. As illustrated in Figure 6, a hologram of the phase object will reconstruct the object wave when it is re-illuminated with the reference wave. A heated model is shown in the object beam, as an example. In Figure 6(a), a holographic plate is first illuminated by both the plane reference wave and the object wave, which has passed by the heated model. As discussed in Section 2, when two coherent light beams intersect, a fringe pattern will be formed. This
Figure 5: Typical optical setup of a holographic interferometer for the measurement of convective heat transfer [36].

Figure 6: Illustration of the object wave reconstruction by a hologram.
pattern will consist of a microscopic finite fringe pattern, which will be recorded on the light sensitive emulsion. After developing and fixing, the fringe pattern is permanently recorded on the plate, and the plate is called a hologram. As shown in Figure 6(b), if this hologram is now illuminated with the same reference beam, the hologram behaves like a complex diffraction grating and the original object beam is “reconstructed” i.e., the object beam, containing all the original phase and amplitude information, is emitted from the back of the hologram. This phenomenon was discovered in 1948 by Gabor [26, 27, 28] and forms the basis of holography. A more detailed discussion of diffraction gratings and the optics of beam reconstruction is given by Vest [21].

Two important features of the fringe pattern that is recorded on the hologram should be clarified. First, unlike the macroscopic fringes on a typical finite fringe interferogram, the fringe pattern recorded on the hologram will not be visible to the naked eye. Typically, the fringe density will be of the order of 1000 fringes per millimeter or more. Second, in contrast to the uniform diffraction grating formed by two intersecting plane waves (as in Figure 3), the microscopic fringe pattern on the hologram will be highly complex because of the refractive index variation in the phase object.

3.1 Double exposure holographic interferometry

In the double exposure method, two different object beams are recorded on the same holographic plate using multiple exposures. The steps are shown in Figure 7. First the holographic plate is exposed to the object beam with the experimental model at thermal equilibrium with the surroundings. Note that this object wave, called the comparison wave, will be affected by imperfections in optical components such as mirrors and optical windows. Then, the model is heated (or cooled) to the desired test condition and the holographic plate is exposed for the second time. This second object wave, called the measurement wave, is stored on the plate and will be affected by both the optical imperfections and the refractive index variations in the experimental model. The holographic plate is then developed and repositioned in the interferometer. When this multiple exposure hologram is illuminated by the reference wave both object waves are reconstructed simultaneously. Because the phase difference between the comparison wave and the measurement wave is produced only by the variations of refractive index in the phase object, the output will be an interference pattern which is unaffected by optical imperfections. If the angle between the object beam and reference beam remains identical during exposure to both the comparison and measurement waves, an infinite fringe pattern will be obtained. But, if the angle between the object and reference beam is adjusted slightly between exposures, a finite fringe pattern can be obtained.

The double exposure method has been used frequently for convective heat transfer studies [29, 30, 31]. The main advantage of this method is primarily its simplicity. However, the main drawback is that it produces a static interferogram, which cannot be seen until the plate is developed. So, transient processes cannot be observed continuously in real-time, as in classical interferometry. Also, this
method has the disadvantage that a separate holographic plate is required for each test condition. These problems can be avoided by the use of the real-time method, which is described in the next section.

3.2 Real-time holographic interferometry

As the name implies, the real-time method permits continuous observation of the temperature field in the experimental model. Figure 8 illustrates the steps in the real-time method. The first step is that the holographic plate is exposed to the unheated model i.e., the comparison wave and reference wave. The plate, with this single exposure, is then developed. The next step is that the experimental model is heated to the desired conditions. The hologram is repositioned in the interferometer and is illuminated with the new object wave and the reference wave. The measurement wave passes through the hologram and interferes with the examination.
comparison wave of the unheated model, which is reconstructed by the reference wave. The resulting output is a continuous infinite fringe interference pattern, which can be observed in real time. As with the double exposure method, if desired, a finite fringe pattern can be obtained by adjusting the angle slightly between the reference and object (measurement) waves.

Many studies have applied the real-time method for free and forced convective heat transfer measurements \([32, 33, 34, 35]\). From the above discussion it is clear that the real-time method overcomes many of the limitations of the double exposure method. The method allows continuous measurements of transient processes and a single holographic plate can be used to study a range of test conditions. However, one difficulty of the real-time method is that after
processing, the hologram must be returned precisely to the location where it was initially exposed, to within a fraction of a wavelength. Otherwise, fringes will appear in the output that are caused by the hologram’s displacement. Mayinger [36] recommends the use of a mounting frame with three electrically-driven piezo-quartz devices for fine repositioning. Another method of overcoming this problem is to chemically process the plate in situ, by mounting it inside a special transparent cuvette [21].

It should be clear from the descriptions of the double exposure and real-time methods that the optical components of a holographic interferometer do not require the same precision as those of a MZI. Because both the comparison and measurement waves are affected in precisely the same way by any optical imperfections, the phase difference between the two beams is caused only by refractive index variations in the test section. So, for example, standard commercial glass can be used instead of precision optical windows to seal off the ends of a test model. In fact, the ability to use much cheaper optical components is one reason for the recent increase in the popularity of holographic interferometry, which is now more common than classical interferometry.

4 Interferogram analysis

In general, the analysis of interferograms is identical for both holographic and classical interferometry. Interferometry utilizes the wave nature of light. The amplitude of a monochromatic light wave propagating in the z direction can be expressed as a function of position (z) and time (t) as follows:

\[ A = A_0 \sin \left( \frac{2\pi}{\lambda} (ct - z) \right) \]  

(2)

where \( A_0 \) is the maximum amplitude, \( c \) the speed of light and \( \lambda \) the wavelength. So, the amplitude of one wave at a fixed point in space can be expressed as:

\[ A_1 = A_{0,1} \sin \left( \frac{2\pi ct}{\lambda} \right) \]  

(3)

Similarly, amplitude of a second wave at the same z location can be represented by:

\[ A_2 = A_{0,2} \sin \left( \frac{2\pi ct}{\lambda} - \phi \right) \]  

(4)

where \( \phi \) is the phase shift between the two waves, caused by the change in refractive index of the fluid in the experimental model.

Now consider these two beams recombining in the output of an interferometer. Assuming the maximum amplitude of both waves to be the same \( (A_{0,1} = A_{0,2} = A_0) \), eqns (3) and (4) can be summed, as follows:
\[ A_{\text{tot}} = A_0 \left( \sin \left( \frac{2\pi ct}{\lambda} \right) + \sin \left( \frac{2\pi ct}{\lambda} - \phi \right) \right) \]  

It is evident that constructive interference will occur when \( \phi/2\pi \) is an integer and destructive interference will result when \( (\phi/2\pi) + 1/2 \) is an integer. Thus, from fringe center to fringe center, a phase difference equivalent to one wavelength exists between the two beams.

The phase shift between the reference and test beams is related to the difference in the number of waves in the two beams, as follows:

\[ \frac{\phi}{2\pi} = \int_{1}^{2} \frac{dz}{\lambda} - \int_{1}^{2} \frac{dz}{\lambda} \]  

where \( \lambda \) is the local wavelength, which can vary along the light path. Physically, the two integrals on the right hand side of eqn (6) represent the number of light waves in beam 1 and beam 2.

An interferometer measures the phase shift between two light waves, which is caused by changes in the refractive index in the experimental model. Refractive index \( n \) of a medium is defined as the ratio of the speed of light in a vacuum \( (c_0) \) to the speed of light in the medium \( (c) \):

\[ n = \frac{c_0}{c} = \frac{\lambda_0}{\lambda} \]  

Solving eqn (7) for \( \lambda \) and substituting the result into eqn (6) gives:

\[ \varepsilon = \frac{\phi}{2\pi} = \frac{1}{\lambda_0} \left[ \int_{1}^{2} n \, dz - \int_{1}^{2} n \, dz \right] \]  

where \( \varepsilon \) is the fringe shift order. It should be mentioned that in the field of optics the integral of the refractive index along a light path is called the optical path length \( (S) \), and defined as follows:

\[ S = \int n \, dz = \int \left[ \frac{c}{c_0} \right] \, dz = \lambda_0 \int \frac{dz}{\lambda} \]  

So, comparing eqns (8) and (9), the fringe shift order can be expressed in terms of the difference in optical path length of two beams:

\[ \varepsilon = (S_1 - S_2)/\lambda_0 \]  

For classical interferometry, the integrals in eqn (8) correspond to the test and reference beams. In holographic interferometry, the integrals correspond to the
comparison and measurement of object beams, which occur at different times. In either case, the refractive index of one beam is a known constant value, \(n_{\text{ref}}\). So, the fringe shift can be expressed as follows:

\[
\varepsilon = \frac{1}{\lambda_o} \int_0^L (n_{\text{ref}} - n) \, dz
\]

(11)

where \(L\) is the length of the test beam over which the refractive index varies. Written in this form, a positive fringe shift is measured relative to the reference state in the direction of decreasing refractive index. Since the positive direction of the fringe shift order is arbitrary, eqn (11) can also be written as:

\[
\varepsilon = \frac{1}{\lambda_o} \int_0^L (n - n_{\text{ref}}) \, dz
\]

(12)

When applying eqn (12), a positive fringe shift is measured in the direction of increasing refractive index.

4.1 Analysis of two-dimensional temperature fields

As can be seen in eqns (11) and (12), the fringe field in the output of an interferometer is a measure of the change in refractive index, integrated along the light path. If the refractive index field is two-dimensional, with no variation of refractive index in the direction of the light beam, eqn (11) can be integrated over the length of the test section (\(L\)). Assuming sharp discontinuities at the entrance and exit of the test section (i.e., neglecting end effects), eqn (11) becomes:

\[
\varepsilon = \frac{1}{\lambda_o} \int_0^L (n_{\text{ref}} - n) \, dz = \frac{L}{\lambda_o} (n_{\text{ref}} - n)
\]

(13)

The refractive index (\(n\)) of both liquids and gases is directly related to density (\(\rho\)) by the Lorentz-Lorenz equation [37]:

\[
\frac{n^2 - 1}{\rho (n^2 + 2)} = \bar{r}
\]

(14)

where \(\bar{r}\) is the specific refractivity, which is a function of the substance and wavelength. For gases near room temperature and pressure, the index of refraction is very close to unity. For example, the refractive index of air at 20°C and 1 atm for He-Ne laser light is \(n=1.0002716\). So, eqn (14) can be simplified as follows:

\[
\frac{n^2 - 1}{\rho (n^2 + 2)} \approx \frac{2(n - 1)}{3\rho} = \bar{r}
\]

(15)
For applications involving gases, eqn (15) is often written in the form of the Gladstone-Dale equation, as follows:

$$n - 1 = \rho G$$  \hspace{0.5cm} (16)

where $G$ is the Gladstone-Dale constant ($G = 3\pi / 2$). The Gladstone-Dale constant depends on the type of gas, but varies weakly with temperature, pressure and light wavelength. Values of $G$ for several gases are given in Table 1. Values are shown for $\lambda_o=514.5$ nm and $\lambda_o=632.8$ nm, which correspond to the wavelengths of argon ion and He-Ne lasers. For mixtures of gases, the Gladstone-Dale constant can be calculated as the mass fraction weighted average of the values of the constituents [38].

Introducing the ideal gas equation of state into the Gladstone-Dale equation gives the relationship between absolute temperature ($T$) and index of refraction ($n$), as follows:

$$n = \frac{PG}{RT} + 1$$  \hspace{0.5cm} (17)

where $T$ is the absolute temperature and $R$ is the gas constant. Substitution of eqn (17) into eqn (13) yields an equation for determining the fringe shift between two known temperatures:

$$\varepsilon = \frac{LPG}{R \lambda_o} \left( \frac{1}{T_{ref}} - \frac{1}{T} \right)$$  \hspace{0.5cm} (18)

Solving eqn (18) for temperature gives:

$$T = \frac{T_{ref} \varepsilon R \lambda_o}{1 - \frac{T_{ref} \varepsilon R \lambda_o}{LPG}}$$  \hspace{0.5cm} (19)

Eqn (19) can be used to calculate the fluid temperature at any location for a known fringe shift ($\varepsilon$) relative to a known temperature ($T_{ref}$). For external flow experiments, the reference temperature is often taken as the ambient temperature. However, eqn (19) can also be applied between any two points on an interferogram, provided the temperature is known at one location, which is used as the reference value. This approach is used when studying an internal flow, where the fringe shift cannot be measured relative to the ambient temperature. In this case, thermocouple measurements are used to determine the temperature of one surface, which is used as the reference.
Table 1: Gladstone-Dale constant (G) for gases near standard temperature and pressure [13, 21].

<table>
<thead>
<tr>
<th>Gas</th>
<th>$G \text{ (m}^3/\text{kg)}$</th>
<th>$\lambda_0=514.5 \text{ nm}$</th>
<th>$\lambda_0=632.8 \text{ nm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air</td>
<td>$0.227 \times 10^{-3}$</td>
<td>$0.226 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Argon, Ar</td>
<td>$0.159 \times 10^{-3}$</td>
<td>$0.158 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Carbon Dioxide, CO$_2$</td>
<td>$0.229 \times 10^{-3}$</td>
<td>$0.227 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Helium, He</td>
<td>$0.196 \times 10^{-3}$</td>
<td>$0.195 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Nitrogen, N$_2$</td>
<td>$0.240 \times 10^{-3}$</td>
<td>$0.238 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Oxygen, O$_2$</td>
<td>$0.191 \times 10^{-3}$</td>
<td>$0.189 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Water Vapor (at 1 atm)</td>
<td>$0.314 \times 10^{-3}$</td>
<td>$0.312 \times 10^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

When liquids are used as the test fluid for interferometry, empirical relations can be used to relate the refractive index to temperature. For example, if water is used as the test medium, the refractive index can be approximated as follows:

\[
n = 1.332713 - (6.2344T + 2.286T^2) \times 10^{-6} + 9.005 \times 10^{-9} T^3 \quad \text{for} \quad \lambda_0=632.8 \text{ nm}
\]

\[
n = 1.336897 - (7.4862T + 2.3113T^2) \times 10^{-6} + 9.135 \times 10^{-9} T^3 \quad \text{for} \quad \lambda_0=514.5 \text{ nm}
\]

where T is in degrees Celsius. These equations are best fit curves to the data of Tilton and Taylor [39] over the temperature range 0°C to 60°C. Dobbins and Peck [40] have also developed empirical relations based on more detailed measurements of the refractive index of water at $\lambda_0=632.8 \text{ nm}$ over the temperature range 20°C to 35°C.

In cases where the detailed variation of refractive index with temperature is not known, an approximate method can be used. Over small temperature differences, eqn (13) may be approximated by:

\[
\varepsilon = L \frac{\partial n}{\partial T} (T_{\text{ref}} - T)
\]

Solving for temperature:

\[
T = T_{\text{ref}} - \frac{\lambda_0 \varepsilon}{L \frac{\partial n}{\partial T}}
\]

Eqn (22) can be applied for a known rate of change of refractive index with temperature, $\partial n/\partial T$. Table 2 gives values of $\partial n/\partial T$ for various liquids at 25°C. In cases where $\partial n/\partial T$ data are not available, Murphy and Alpert [41] have shown that the following approximate expression can be used:
\[ \frac{\partial n}{\partial T} = \frac{3}{2} \left[ \frac{n(n^2 - 1)}{2n^2 + 1} \right] \beta \]  

where \( \beta \) is the coefficient of volumetric expansion of the liquid. Murphy and Alpert compared eqn (23) to experimental data for several fluids. Predicted values of \( \partial n/\partial T \) were 2 percent lower on average than measured values.

Once the temperature field in the gas or liquid has been obtained, the local heat flux can be calculated using Fourier's law. At the surface, the fluid velocity is zero and heat is transferred to the fluid by pure conduction. So, the local heat flux \( q \) is given by:

\[ q = -k_s \frac{dT}{dx} \bigg|_{x=0} \]  

where \( k_s \) is the conductivity of the fluid evaluated at the surface temperature and \( x \) is the coordinate normal to the surface.

Often the local convection coefficient is of interest. Using this heat flux, the local convection coefficient \( h \) can be evaluated as:

\[ h = \frac{-k_s \frac{dT}{dx}}{T_s - T_\infty} \bigg|_{x=0} \]  

where \( T_s \) is the local surface temperature and \( T_\infty \) is the ambient or bulk fluid temperature, as appropriate.

In eqns (24) and (25) the temperature gradient at the surface is required to calculate the local heat transfer rate. A common method to obtain the gradient is to evaluate the fringe temperatures along a straight line taken perpendicular to the surface. Using discrete temperature profile data, usually taken at fringe centers, a curve-fitting algorithm is then used to get the temperature gradient at the surface. Various extrapolation schemes have been proposed. For example, Khuen and Goldstein [42] have obtained excellent results with linear extrapolation using the two fringes closest to the surface. In contrast, McAuliffe and Wirtz [43] recommend a least squares fit using a third order polynomial. For measurements on cylindrical surfaces with low radius of curvature, Eckert and Soehngen [2] have shown that extrapolation should be based on the logarithm of radius.

Small phase differences can be measured using specialized optical methods (Slepicka and Cha [44], Breuckmann and Thieme [45]). But when interference patterns are recorded on film, several fringes are needed near the surface in order to characterize the near-wall temperature profile. Unfortunately, because of the large variation in local heat transfer rates that is often encountered in a single experimental model, this is not always possible. Often, in regions with low local heat transfer rates there is insufficient fringe shift close to the surface. In such
Table 2: Rate of change of refractive index with temperature of various liquids at 25°C [13, 21].

<table>
<thead>
<tr>
<th>Liquid</th>
<th>$-\frac{dn}{dT} \times 10^4$ (K$^{-1}$)</th>
<th>$\lambda_o=546.1$ nm</th>
<th>$\lambda_o=632.8$ nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>1.00</td>
<td>0.985</td>
<td></td>
</tr>
<tr>
<td>Methyl alcohol</td>
<td>4.05</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>Ethyl alcohol</td>
<td>4.05</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>Isopropyl alcohol</td>
<td>4.15</td>
<td>4.15</td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td>6.42</td>
<td>6.40</td>
<td></td>
</tr>
<tr>
<td>Toluene</td>
<td>5.55</td>
<td>5.55</td>
<td></td>
</tr>
<tr>
<td>Nitrobenzene</td>
<td>4.68</td>
<td>4.68</td>
<td></td>
</tr>
<tr>
<td>c-Hexane</td>
<td>5.46</td>
<td>5.43</td>
<td></td>
</tr>
<tr>
<td>n-Hexane</td>
<td>5.43</td>
<td>5.4</td>
<td></td>
</tr>
<tr>
<td>n-Octane</td>
<td>4.76</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>n-Decane</td>
<td>4.48</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>n-Hexadecane</td>
<td>4.06</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Isooctane</td>
<td>4.87</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Acetone</td>
<td>5.31</td>
<td>5.31</td>
<td></td>
</tr>
<tr>
<td>Chloroform</td>
<td>5.98</td>
<td>5.98</td>
<td></td>
</tr>
<tr>
<td>Carbon tetrachloride</td>
<td>5.99</td>
<td>5.98</td>
<td></td>
</tr>
<tr>
<td>Carbon disulfide</td>
<td>7.96</td>
<td>7.96</td>
<td></td>
</tr>
</tbody>
</table>

locations, it is possible to measure the gradient directly from the interference fringe field. This method is discussed in the next section.

4.1.1 Direct gradient measurement

To measure the surface temperature gradient directly, the interferometer is operated in the finite fringe mode. Consider a measurement being made on a vertical surface, as shown in Figure 9(a). For a two-dimensional field, with a finite fringe spacing in the y-direction of $d=\lambda/\theta$, the fringe shift is related to the refractive field (to within a constant) as follows:

$$\varepsilon(x, y) = \frac{L}{\lambda_o} (n_o - n(x, y)) \pm \frac{y\theta}{\lambda} \quad (26)$$

where the x-axis is perpendicular to the solid-fluid interface and the y-axis is parallel to the interface. For generality, the last term in eqn (26) is shown as plus or minus. The sign depends upon whether the test beam is angled downward or upward relative to the reference beam. For the current analysis, the term $y\theta/\lambda$ will be taken as positive. For this optical setting, when the undisturbed wedge fringes in the ambient are perpendicular to the vertical surface ($\gamma=90^\circ$), a negative temperature gradient in the x-direction will cause the finite fringes to bend downward near the surface, as shown in Figure 9.
Differentiating eqn (26) with respect to x gives:

$$\frac{\partial \varepsilon}{\partial x} = -L \frac{\partial n}{\partial x} = \frac{L}{\lambda_o} \frac{\partial \varepsilon}{\partial T} \frac{\partial T}{\partial x}$$

(27)

Rearranging eqn (27) gives:

$$\frac{\partial T}{\partial x} = \frac{-\lambda_o}{L} \frac{\partial \varepsilon}{\partial x} \frac{\partial n}{\partial T}$$

(28)

For ideal gases, differentiation of eqn (17) gives:

$$\frac{\partial n}{\partial T} = \frac{-P G}{R T^2}$$

(29)

Substituting eqn (29) into eqn (28) and applying the result at the solid-fluid interface ($x=0$) gives an expression for the gas-side surface temperature gradient in terms of the fringe gradient:

$$\left. \frac{\partial T}{\partial x} \right|_{x=0} = \frac{R \lambda_o T_s^2}{L P G} \frac{\partial \varepsilon}{\partial x} \bigg|_{x=0}$$

(30)

where $T_s$ is the local surface temperature.

The fringe shift gradient parallel to the surface is obtained by differentiating eqn (26) with respect to $y$ and substituting eqn (17):
\[
\frac{\partial \varepsilon}{\partial y} \bigg|_{x=0} = \frac{LPG}{R \lambda_o T_s^2} \frac{\partial T_s}{\partial y} + \frac{1}{d}
\]  

(31)

Consider an incremental fringe shift along a line in the x-direction as shown in Figure 9(b). Applying eqn (31) for an isothermal surface (dT/s/dy=0), the incremental fringe shift will be \( \varepsilon = dy/dx \). Noting that \( \tan(\alpha) = -dx/dy \), the fringe shift gradient in the x-direction can be expressed as:

\[
\frac{\partial \varepsilon}{\partial x} \bigg|_{x=0} = \frac{-1}{d} \tan \alpha
\]  

(32)

where \( \alpha \) is the angle between a line of constant fringe shift and the surface at \( x=0 \). Substituting eqn (30) into eqn (24) gives the local heat flux:

\[
q = -k_s \frac{\partial T}{\partial x} \bigg|_{x=0} = h(T_s - T_\infty) = \frac{k_s R \lambda_o T_s^2}{LPG d \tan \alpha}
\]  

(33)

Rearranging eqn (33) gives an expression for the local heat transfer coefficient (h):

\[
h = \frac{k_s R \lambda_o T_s^2}{LPG (T_s - T_\infty) d \tan \alpha} = \frac{C}{\tan \alpha}
\]  

(34)

where \( C = (k_s R \lambda_o T_s^2)/(LPG(T_s - T_\infty)d) \) is a constant for a given interferogram. Using eqn (34), the local heat transfer coefficient can be obtained by measuring the angle (\( \alpha \)) between a line of constant fringe shift and an isothermal surface. Figure 10 shows the variation of \( h/C \) with the intersection angle (\( \alpha \)) of the wedge fringe and surface.

Figure 11 shows a sample application that is well suited for analysis by the direct gradient method [46]. Figure 11(a) shows an infinite fringe interferogram and Figure 11(b) shows the same experimental conditions taken in finite fringe mode. These are interferograms of the temperature field in air adjacent to a window glazing with a Venetian blind. The blind slats (seen edge on) are heated electrically to simulate solar irradiation. In the middle and upper part of the infinite fringe interferogram, there is insufficient fringe shift near the window surface to obtain reliable measurements. However, in the wedge fringe interferogram the variation of the fringe angle (\( \alpha \)) at the window surface is clearly visible and can be measured. In fact, the wedge fringe pattern also provides better visualization of the local heat transfer distribution than the infinite fringe pattern. On the lower part of the window the fringe angle (\( \alpha \)) is less than 90°, indicating that heat is being transferred from the window to the air. Further up the window the fringes intersect the surface at almost 90°, indicating that the surface is nearly adiabatic. At the top of the interferogram, the intersection angle is greater than 90°, revealing that direction of heat flow has reversed.
Figure 10: Variation of the local heat transfer coefficient with fringe/surface intersection angle ($\alpha$).

Figure 11: Interferograms of free convection from a window with a heated Venetian blind, illustrating an application of the direct gradient method [46].
Naylor and Duarte [47] have shown that uncertainty in the measurement of the fringe angle can be a significant source of error in this method. To minimize this experimental uncertainty, the fringe angle sensitivity coefficient \( \frac{\partial h}{\partial \alpha} \) should be minimized. Differentiating eqn (34) gives this sensitivity coefficient:

\[
\frac{\partial h}{\partial \alpha} = \frac{-k_s R \lambda_0 T_s^2}{L P G (T_s - T_c) d} \left( 1 + \tan^2 \alpha \right) \frac{\tan^2 \alpha}{\tan^2 \alpha}
\]

(35)

Figure 12 shows the variation of the fringe angle sensitivity coefficient and surface temperature gradient with fringe angle \( \alpha \) for a wedge fringe spacing of \( d=2 \) mm. For the other parameters, typical values for an experimental setup have been used. The magnitude of the sensitivity coefficient is a minimum at \( \alpha=90^\circ \), and has a relatively flat behaviour in the range \( 50^\circ<\alpha<130^\circ \), which represents the most desirable measurement range for \( d=2 \) mm. The corresponding temperature gradient variation has also been plotted in Figure 12. It can be seen that the region of relatively low sensitivity to fringe angle \( (50^\circ<\alpha<130^\circ) \) corresponds to a surface temperature gradient range of approximately \(-1250 \) K/m \( \leq \partial T/\partial x \leq 1250 \) K/m, indicating that this method will give the most accurate results in regions with relatively low heat transfer rates. Since the need for this analysis method exists primarily where the temperature gradient is low, this is very fortunate behaviour.

When using the direct gradient method, the wedge fringe spacing \( (d) \) should be adjusted to minimize the sensitivity coefficient \( \frac{\partial h}{\partial \alpha} \). As previously discussed, for conventional interferometry, this is done by adjusting the recombination angle of test beam and reference beam. For double exposure holographic interferometry, the wedge fringe spacing is set by changing the angle between the object beam and reference beam between exposures. It has been shown [47] that the optimum wedge fringe spacing \( (d_{opt}) \) that minimizes the fringe angle sensitivity coefficient is:

\[
d_{opt} = \frac{R \lambda_0 T_s^2}{L P G \frac{\partial T}{\partial x} \bigg|_{x=0}}
\]

(36)

Using eqn (36), the optimum fringe spacing can be set for each interferogram, provided that an estimate can be made of the temperature gradient to be measured.

The variation of fringe angle sensitivity coefficient with fringe spacing is shown in Figure 13. The line of optimum fringe spacing (eqn (36)) is also shown for a typical set of experimental conditions. It can be seen that for higher temperature gradients, the sensitivity coefficient has a pronounced minimum. However, at lower gradients the optimum fringe spacing \( (d) \) is less clearly defined. This “flat” behaviour at low gradients is desirable because a single fixed fringe spacing (i.e. a single interferogram) can be used to make measurements over a range of gradients without greatly compromising the level of experimental uncertainty.
Figure 12: Fringe angle sensitivity coefficient and temperature gradient variation with fringe angle for typical experimental conditions in air (d=2 mm, L=0.355 m, P=100 kPa, T_s=305 K, T_∞=295 K, λ_o=632.8 nm).

Figure 13: Effect of fringe spacing on the fringe angle sensitivity coefficient for typical experimental conditions in air (L=0.355 m, P=100 kPa, T_s=305 K, T_∞=295 K, λ_o=632.8 nm).
It should be noted that an alternate approach can be used with a finite fringe interferogram to obtain the heat transfer rate when there are insufficient fringes near the surface. Finite fringes can be used to make fractional fringe shift measurements. As illustrated in Figure 14, Goldstein [12] has proposed that the change in fringe shift from point A in the ambient to point B can be evaluated as:

\[ \Delta \varepsilon_{AB} \approx \frac{w_2}{w_1 + w_2} \]  

(37)

where \( w_1 \) and \( w_2 \) are distances measured on the interferogram. Using the fringe shift calculated from eqn (37), a temperature profile normal to the surface can be obtained and the surface gradient can be estimated by extrapolation. While this method has the advantage of providing a temperature profile, it has some drawbacks for heat flux measurement. One difficulty is that three fringe center locations are required to determine the fringe shift at a single point. As a result, many measurements are needed to characterize the temperature profile for extrapolation. This limitation can be overcome if an automated image processing system is used (as discussed in Section 5). Another concern is that eqn (37) is approximate when there is a temperature variation in the y-direction. This method can be expected to give accurate results for boundary layer-type flows on isothermal surfaces. However, in regions where there are abrupt temperature changes, such as near corners, significant errors may result.

Figure 14: Measurement of partial fringe shift using finite fringes [12].
4.1.2 Refraction effects

In deriving the equations in the preceding sections it has been assumed that the light rays passing through the experimental test section travel in straight lines; in fact, when heat transfer is occurring, a light ray will curve slightly as it passes through the experimental model because of refractive index gradients perpendicular to the direction of propagation.

Refraction of the light beam as it passes through the test section causes two deviations from the ideal evaluation equations. One source of refraction error is the displacement of the beam, which can lead to errors in the x-y position assigned to the fringe locations. This error can be reduced greatly by focusing the camera at the center of the test model [12, 13]. The second source of refraction error is that the light ray does not travel along a straight line of constant refractive index in a two-dimensional field, as assumed in the ideal evaluating equations.

By integrating the refractive index variation along the curved optical path, Hauf and Grigull [13] have obtained the following expression for the fringe shift, including refraction effects:

\[
\varepsilon = \frac{(n_o - n) L}{\lambda_o} + \Delta \varepsilon_r \tag{38}
\]

where \(\Delta \varepsilon_r\) is the addition fringe shift caused by refraction. In deriving this equation, it was assumed that the camera was focused at the center of the test section in order to minimize the fringe displacement error. Also, the approximation was made that \(\frac{\partial n}{\partial x}=\)constant along the curved optical path, such that a light ray follows a parabolic trajectory.

Rearranging eqn (21), the temperature difference (\(\Delta T\)) associated with an incremental fringe shift (\(\Delta \varepsilon\)) can be expressed as:

\[
\Delta T = \frac{\lambda_o}{L} \frac{\Delta \varepsilon}{\partial n/\partial T} \tag{39}
\]

Substituting eqn (38) into eqn (39) gives an approximate correction for refraction, that can be applied to the fringe temperatures [12]:

\[
\Delta T = -L^2 \frac{\partial T}{12n} \left( \frac{\partial n}{\partial x} \right)^2 \tag{40}
\]

It should be emphasized that eqn (40) applies only when refraction errors are small. When large refraction effects are present, special reconstruction techniques are required, since both the path of the light and the refractive index fields are unknown. The reader is referred to interferometric measurements that have been
made in the presence of strong refraction by Lacona and Taine [48] and Dietz and Balkowski [49].

Depending upon the specific situation, corrections for other sources of error should also be considered. These include the additional fringe shift caused by end effects [12, 13, 50] and errors caused by slight test section misalignment with the object/test beam [51]. In addition, if the test model requires the use of optical windows, the additional fringe shift caused by the free convective boundary layers on the outside of the windows should be considered.

4.2 Analysis of three-dimensional temperature fields

In a three-dimensional temperature field, neglecting refraction effects, the fringe shift $\varepsilon(x,y)$ depends on the refractive index field $n(x,y,z)$ as follows:

$$\varepsilon(x,y) = \frac{1}{\lambda_o} \int (n(x,y,z) - n_{ref}) \, dz$$

(41)

where $z$ is the direction of light propagation. For a general three-dimensional field, inversion of this line integral transform is not possible from a single interferogram. Estimation of the refractive index field requires several interferograms, each recorded at a different viewing angle relative to the phase object. Tomographic methods are then applied to the two-dimensional fringe data from the multiple views to reconstruct the temperature field. The reader is referred to reference [21] for a discussion of the fundamentals of interferometric tomography.

In practice, the accuracy of the reconstructed temperature field depends upon the degree to which the view is unobstructed. For example, substantial success has been achieved in reconstructing thermal plumes where a full 180 degree range of viewing angle was available [52, 53]. For example, Bahl and Liburdy [52] have used tomography to reconstruct the plume above a heated disk. In this study the local heat transfer coefficient distribution on the disk was obtained from the temperature field. Recently, Mishra et al. [4] have used tomography to study Rayleigh-Benard convection in a horizontal bottom-heated enclosure with air as the test fluid. Again, in this case, data from a wide range of viewing angles could be obtained. However, for many practical geometries, the opaque test model blocks the light beam and only a limited range of view is available. In such cases, the reconstruction problem becomes ill-posed and is substantially more difficult [54]. Some recent work (which was only partly successful) has been done on reconstruction methods with a limited range of view [31, 55] using holographic interferometry. Reference [73] gives a brief review of this research.

4.2.1 Radially symmetric fields

In the special case of a radially symmetric phase object, the temperature field can be reconstructed from a single interferogram. This case is commonly encountered in the study of such problems as jets, flames, bubbles, and free convection from vertical cylinders and cones. As shown in Figure 15, consider the cross section of a field where the refractive index is only a function of $r$ in the x-z plane. The
refractive index may also be a function of the axial coordinate y, but not of angular position. The object/test beam passes through the field in the z direction. Noting that $z=(r^2-x^2)^{1/2}$, at constant x:

$$dz = \frac{r \, dr}{\sqrt{r^2 - x^2}}$$  \hspace{1cm} (42)

Substituting eqn (42) into eqn (41), the fringe shift can be expressed as:

$$\varepsilon(x) = \frac{2}{\lambda_o} \int_x^{+\infty} \frac{(n(r) - n_{\text{ref}}) \, r \, dr}{\sqrt{r^2 - x^2}}$$  \hspace{1cm} (43)

The integral on the right hand side of eqn (43) is the Abel transform. Although the upper limit on the integral is shown as $+\infty$, in practice integration is terminated at the location where $n(r) - n_{\text{ref}} = 0$, within the accuracy of the experimental data. This integral equation can be solved numerically, given fringe shift data at discrete locations [13, 21, 56]. Alternately, eqn (43) can be solved using the Abel inversion:

$$n(r) - n_{\text{ref}} = \frac{\lambda_o}{\pi} \int_r^{+\infty} \frac{(\partial \varepsilon / \partial x) \, dx}{\sqrt{x^2 - r^2}}$$  \hspace{1cm} (44)

A derivation of this inversion formula has been presented by Goldstein [12] and several numerical methods for integrating eqn (44) have been reviewed by Vest [21]. One drawback of using the Abel inversion is that differentiation of the experimental fringe data $(\partial \varepsilon / \partial x)$ is required. Merzkirch [38] notes that differentiation tends to amplify data noise and can lead to considerable experimental error.
4.2.2 Beam-averaged local measurements

As stated previously, for an asymmetric three-dimensional field, the temperature field cannot be determined from a single interferogram. However, for some geometries, it is possible to determine the “local” convective heat transfer rate that is averaged in the direction of the light beam.

Figure 16 shows two interferograms of three-dimensional thermally developing flow taken with a MZI. Figure 16(a) is a beam-averaged interferogram of free convection from an upward-facing heated plate, inclined at 18.5° from horizontal [57]. Figure 16(b) shows developing free convection in an isothermal square duct inclined at an angle of 45° with respect to gravity [58]. To obtain these infinite fringe interferograms, the test beam was passed axially along the experimental model, parallel to the direction of the primary flow. As a result, the temperature field is integrated from the inlet to the outlet of test section such that each fringe represents approximately a line of constant axially averaged temperature. In Figure 16(a) one can see the strong effect of longitudinal vortices on the span-wise heat transfer distribution. In Figure 16(b), it can be seen that the heat transfer rate is much lower on the upper surface of the duct than on the lower surface, because of the strong buoyancy-induced secondary flow.

To analyze this situation, consider thermally developing flow over a surface of length L, with temperature varying in the direction of the object/test beam as shown in Figure 17. The fluid temperature is $T_0$ at $z=0$ and $T_L$ at $z=L$. For simplicity, Figure 17 shows a two-dimensional convective heat transfer geometry. But, the current analysis does not preclude a temperature variation in the y-direction and can be applied to a wide variety of three-dimensional problems. For this problem, the local heat transfer rate averaged in the direction of the beam ($\overline{q}$) can be expressed as:

$$\overline{q} = \frac{1}{L} \int_0^L -k_s \frac{\partial T}{\partial x} \bigg|_{x=0} \, dz$$

(45)

where $T=T(x,z)$ is the temperature field in the fluid and $k_s$ is the fluid thermal conductivity, evaluated at the local surface temperature. If the fluid conductivity is assumed to be constant, eqn (45) becomes:

$$\overline{q} = - \frac{k_s}{L} \int_0^L \frac{\partial T}{\partial x} \Bigg|_{x=0} \, dz = -k_s \left[ \frac{1}{\partial x} \int_0^L T(x,z) \, dz \right]_{x=0}$$

(46)

where the dimensionless axial coordinate $z^*=z/L$ has been introduced. Noting that the integral on the right hand side of eqn (46) is the axially averaged fluid temperature (z-direction), eqn (46) can be written as:

$$\overline{q} = -k_s \frac{\partial T}{\partial x} \Bigg|_{x=0} \quad \text{where} \quad T = \int_0^1 T(x,z^*) \, dz^*$$

(47)
So, the heat flux on the surface can be calculated from the gradient of the average fluid temperature \( \bar{T} \). The fluid conductivity in eqn (47), should be evaluated at the local axially averaged surface temperature \( T_s \).

However, Frank [59] has shown that when there is a temperature variation in the light beam direction, the temperature of a fringe calculated using eqn (19) is not exactly the arithmetic average temperature. This is because the refractive index varies non-linearly with temperature. The effective fringe temperature can be derived as follows: Consider a ray of light in the object beam passing at a distance \( x \) above the surface, as in Figure 17. Neglecting refraction effects, for an ideal gas the fringe shift is related to the temperature field by:

\[
\varepsilon(x) = \frac{L}{\lambda_o} \int \left( n(x, z) - n(x, z^*) \right) dz^* = \frac{L P G}{R \lambda_o} \int_0^{T_f} \left( \frac{1}{T(x, z^*)} - \frac{1}{T(x, z)} \right) dz^* \quad (48)
\]

Now consider the hypothetical uniform temperature \( \bar{T}_f \) along the light ray that would produce the same total fringe shift \( \varepsilon(x) \) as the non-uniform distribution \( T(x, z^*) \). With this uniform temperature, \( \bar{T}_f \), the fringe shift is:

\[
\varepsilon(x) = \frac{L P G}{R \lambda_o} \int_0^{\bar{T}_f} \left( \frac{1}{T_f} - \frac{1}{T_f} \right) dz^* = \frac{L P G}{R \lambda_o} \left( \frac{1}{T_f} - \frac{1}{T_f} \right) \quad (49)
\]
Equating eqns (48) and (49) and simplifying gives:

$$T_f = \left[ \int_0^1 \frac{1}{T(x,z^*)} \, dz^* \right]^{-1}$$  \hspace{1cm} (50)

Eqn (50) gives the effective temperature that should be assigned to a fringe when the temperature varies in the object/test beam direction. Of course, in general, $T(x,z^*)$ is not known and cannot be determined from a single interferogram. In several previous studies [60, 61, 62], the approach taken to overcome this difficulty has been to assume that $T_f$ is equal to the arithmetic mean fluid temperature, $\overline{T}$. But, it is clear from eqn (50) that the effective fringe temperature $T_f$ is not the arithmetic average of $T(x,z^*)$, integrated along the light beam.

To evaluate the magnitude of the error associated with the approximation that $T_f \approx \overline{T}$, consider a temperature variation along the object beam (for a fixed value of $x$) of the following form:

$$T(z^*) = (T_h - T_\infty)(z^*)^m + T_\infty$$  \hspace{1cm} (51)

where $T_\infty$ and $T_h$ are the gas temperatures where the light ray enters and exits the test model, as shown in Figure 17. For the variation given in eqn (51), the average temperature along the length of the beam is:

$$\overline{T} = \frac{1}{m+1} \int_0^1 T(z^*) \, dz^* = \frac{(T_h - T_\infty)}{m+1} + T_\infty$$  \hspace{1cm} (52)
Figure 18: Dimensionless temperature profiles in the light beam direction of the form \((T(z^*) - T_\infty)/(T_h - T_\infty) = (z^*)^m\).

The difference between the arithmetic average fluid temperature \((\bar{T})\) and the effective fringe temperature \((\bar{T}_f)\) can be calculated using eqns (50), (51) and (52) as follows:

\[
\frac{T_h - T_\infty}{m+1} + T_\infty \right] \left[ \frac{1}{0 (T_h - T_\infty)(z^*)^m + T_\infty} \right]^{-1} \int_0^1 \left( T_h - T_\infty \right) (z^*)^m + T_\infty \, dz^* = \left( \frac{\bar{T} - \bar{T}_f}{T_h - T_\infty} \right) \right)
\]

Eqn (53) has been evaluated for values of the exponent ranging from 0≤m≤30. The corresponding temperature profiles are shown in Figure 18. Although these profiles do not correspond to any specific convection problem, they serve to simulate a wide range of conditions. Closed form solutions for the effective fringe temperature have been obtained for m=1/4, 1/2, 1, 2 and are given in Table 3.

Figure 19 shows the effect of the overall beam temperature difference on the percentage difference between the average gas temperature and the effective fringe temperature. Data are shown for a range of exponents (m) and for 0°C≤T_h-T_∞≤40°C. For interferometric measurements made in air, the overall temperature difference T_h-T_∞ is usually less than 40°C in order keep refraction errors small.

It can be seen in Figure 19 that the percentage error in the fringe temperature varies linearly with the overall temperature difference along the light beam. As the temperature difference along the beam increases, the nonlinear variation of the refractive index becomes more pronounced, causing the error to increase.
Table 3: Closed form expressions for the effective fringe temperature ($\bar{T}_f$) for several values of the exponent $m$. Note that $\Delta T = T_h - T_\infty$.

<table>
<thead>
<tr>
<th>Exponent m</th>
<th>Fringe Temp. $\bar{T}_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{4}$</td>
<td>$\left[ \frac{4}{3\Delta T} - \frac{2T_\infty}{\Delta T^2} + \frac{4T_\infty^2}{\Delta T^3} + \frac{4T_\infty^3}{\Delta T^4} \ln(T_\infty / T_h) \right]^{-1}$</td>
</tr>
<tr>
<td>$\frac{1}{2}$</td>
<td>$\left[ \frac{2}{\Delta T} + \frac{2T_\infty \ln(T_\infty / T_h)}{\Delta T^2} \right]^{-1}$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{\Delta T}{\ln(T_h / T_\infty)}$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{\sqrt{T_\infty \Delta T}}{\tan^{-1} \left( \frac{\Delta T}{\sqrt{T_\infty}} \right)}$</td>
</tr>
</tbody>
</table>

Also, Figure 19 shows that for the general form of temperature variation considered, the effective fringe temperature is always less than the arithmetic mean temperature. However, the most striking feature of Figure 19 is the magnitude of the error. Even in the worst case, the temperature error is only slightly greater than one percent.

Figure 20 shows the variation of the percentage error in fringe temperature with the exponent ($m$) of the temperature variation. For all values of beam temperature difference ($T_h - T_\infty$), the maximum error occurs for an exponent of approximately $m=1.6$. At very high or very low values of the exponent ($m$), the error approaches zero, since the temperature is nearly uniform over most of the beam.

It also should be noted that the fringe temperature error is slightly affected by variations in the ambient temperature. The current calculations were done for $T_\infty = 300K$. As the ambient temperature increases, the error in the fringe temperature decreases slightly.
Figure 19: Effect of temperature difference on the percentage difference between the average gas temperature and the effective (i.e. measured) fringe temperature.

Figure 20: Effect of the temperature profile exponent on the difference between the average gas temperature and the effective (i.e. measured) fringe temperature.
The main conclusion to be drawn from this analysis is that the beam-averaged gas temperature can be closely approximation using eqn (19) as:

\[
\bar{T} = \bar{T}_f = \frac{T_{ref}}{1 - \frac{e(x)}{R \lambda_0 T_{ref}} \frac{T_{ref}}{LPG}}
\]  

(54)

For the range of conditions encountered for interferometric measurements, the error caused by this approximation usually will be small.

The above analysis was done for an ideal gas as the test fluid. Naylor and Machin [63] have repeated this analysis for water. For interferometric measurements made in water near room temperature, the fringe temperature error caused by beam-wise temperature variations was found to be less than 0.3 percent.

As shown above, the local beam-averaged heat transfer rates can be calculated from the gradient of the approximate beam-averaged temperature. Naylor [64, 65] has performed an error analysis to estimate the accuracy of such beam-averaged heat transfer measurements. The results suggest that for many commonly encountered conditions, the error will usually be small. This conclusion is also supported by interferometric measurements by Frank [59]. Frank [59] measured the free convective heat transfer from a vertical plate with large temperature variations in the beam direction.

An alternate “fringe gradient” method of calculating the beam-averaged local heat flux has been used by Papple & Tarasuk [66] for the special case of a thermally developing flow over an isothermal surface. In this method, eqn (48) is differentiated with respect to the coordinate normal to the surface (x) as follows:

\[
\frac{\partial \bar{e}}{\partial x} = \frac{LPG}{R \lambda_0} \int_0^1 \left( \frac{1}{T_x} - \frac{1}{T(x,z)} \right) dz + \frac{LPG}{R \lambda_0} \int_0^1 \frac{\partial T}{\partial x} \frac{dz}{dx} 
\]  

(55)

Applying eqn (55) at the surface (x=0) for an isothermal surface (T_s) gives:

\[
\frac{\partial \bar{e}}{\partial x} \bigg|_{x=0} = \frac{LPG}{R \lambda_0} \int_0^1 \frac{\partial T}{\partial x} \bigg|_{x=0} \frac{dz}{\partial x} + \frac{LPG}{R \lambda_0} \frac{\partial T}{\partial x} \bigg|_{x=0} 
\]  

(56)

Solving eqn (56) for \(\partial T / \partial x\bigg|_{x=0}\) and substituting the result into eqn (47) gives the local axially averaged heat transfer rate:

\[
\bar{q} = -k_s \frac{\partial T}{\partial x} \bigg|_{x=0} = -k_s R \lambda_0 T_s^2 \frac{\partial \bar{e}}{\partial x} \bigg|_{x=0} 
\]  

(57)

In many cases, the beam-averaged local convective heat transfer coefficient (\(\bar{h}\)) is of interest and can be calculated as:
Eqn (58) can be used to calculate the axially averaged local heat transfer coefficient directly from the fringe shift gradient at the surface, which is measured (extrapolated) on the interferogram. This method is exact in the sense that it does not require the calculation of the approximate beam-averaged fluid temperature profile. For this reason, the use of eqn (57) is the preferred method for calculating the average heat transfer rate from an isothermal surface. However, for an isothermal surface, the error associated with the approximation \( T_f \approx T \) will approach zero at the surface (see Figures 19 and 20 as \( m \to 0 \)). So, calculation of the heat transfer rate from the gradient of the beam-averaged temperature profile can also be expected to give accurate results.

It is interesting to note that this “fringe gradient” approach is also exact for an isoflux surface. For an isoflux surface \( \frac{\partial T}{\partial x} \bigg|_{x=0} \) is a constant. So, eqn (55) can be rearranged to give:

\[
\frac{\partial T}{\partial x} \bigg|_{x=0} = \frac{R \lambda_0}{L \rho G} \frac{\partial \epsilon}{\partial x} \bigg|_{x=0} \int_0^1 \frac{1}{T_s} \, dz \bigg|_{x=0}^{-1}
\]

(59)

In applying eqn (59), the integral of the surface temperature variation could be obtained from thermocouple measurements.

### 5 Fringe measurement by digital image processing

The accuracy of heat transfer measurements depends to a large extent on the accuracy to which the constructive and destructive interference fringes can be located on the interferogram. In the past, interferograms were often scanned by eye using a traveling microscope or optical densitometer. In more recent times, the widespread availability of inexpensive video digitizers and image scanners, combined with the increase in computational power of computers has made routine digital image processing (DIP) of interferograms possible.

The use of DIP not only semi-automates the analysis process, but also allows image filtering operations that would not be possible using conventional optical methods. A wide range of useful image processing algorithms such as low pass filtering, binary thresholding, and contrast enhancement are now widely available in commercial photo-editing software. The reader is referred to references [67, 68, 69] for a technical discussion of DIP methods. A discussion of DIP that specifically focuses on the analysis of interferograms can be found in references [70, 71].

To illustrate its use, a simple DIP system used by Naylor and Tarasuk [72] for interferogram analysis is shown in Figure 21. In this system, a CCD video...
camera was mounted onto a microscope. The camera supplied a video signal to a commercial “frame grabber” board, which was installed in a personal computer. The interferogram, recorded on a large format black and white film negative, was positioned under the microscope with a precision traveling/rotating stage. Each image was discretized into an array of 640x480 pixels, with 8 bit gray level digitization (i.e., 256 gray levels). Using this system, high spatial resolution was achieved which was limited only by the resolution of the film (approximately 160 line pairs per millimeter).

Figure 22 shows a section of an infinite fringe interferogram on the image display screen. A white line is shown on the screen to show the location of the scan, which was made perpendicular to the test model surface. Pixel intensities from a typical scan are shown in Figure 23, from which the fringe locations can be easily calculated. Vertical and horizontal scale factors can be obtained by placing a reticule under the microscope. McAulliffe and Wirtz [43] have used a similar system (without a microscope) to capture the interferogram directly from the output of the interferometer. A resolution of 0.1 mm was achieved with this “on-line” system.

Figure 21: System for the digital image processing of interferograms [72].
Figure 22: Display screen of the DIP system showing a horizontal scan [72].

Figure 23: Variation in the pixel gray scale intensity with pixel number for the horizontal scan shown in Figure 22.
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7 Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>light wave amplitude</td>
</tr>
<tr>
<td>c</td>
<td>speed of light (m/s)</td>
</tr>
<tr>
<td>c₀</td>
<td>speed of light in a vacuum (m/s)</td>
</tr>
<tr>
<td>C</td>
<td>constant in eqn (34) (W/m²K)</td>
</tr>
<tr>
<td>d</td>
<td>finite (wedge) fringe spacing (m)</td>
</tr>
<tr>
<td>dₜₒₜₜ</td>
<td>optimum finite fringe spacing (m)</td>
</tr>
<tr>
<td>DIP</td>
<td>digital image processing</td>
</tr>
<tr>
<td>G</td>
<td>Gladstone-Dale constant (m³/kg)</td>
</tr>
<tr>
<td>h</td>
<td>local convective heat transfer coefficient (W/m²K)</td>
</tr>
<tr>
<td>ʰh</td>
<td>axially averaged local convective heat transfer coefficient (W/m²K)</td>
</tr>
<tr>
<td>k</td>
<td>fluid thermal conductivity (W/mK)</td>
</tr>
<tr>
<td>kₛ</td>
<td>fluid thermal conductivity at the surface temperature (W/mK)</td>
</tr>
<tr>
<td>L</td>
<td>length of test model in beam direction (m)</td>
</tr>
<tr>
<td>m</td>
<td>exponent of the temperature variation along the light beam</td>
</tr>
<tr>
<td>MZI</td>
<td>Mach-Zehnder interferometer</td>
</tr>
<tr>
<td>n</td>
<td>fluid refractive index</td>
</tr>
<tr>
<td>n∞</td>
<td>fluid refractive index at the ambient conditions</td>
</tr>
<tr>
<td>nₙₑᶠ</td>
<td>refractive index at reference conditions</td>
</tr>
<tr>
<td>P</td>
<td>absolute fluid pressure (Pa)</td>
</tr>
<tr>
<td>q</td>
<td>local heat flux (W/m²)</td>
</tr>
<tr>
<td>ｑ</td>
<td>axially averaged local heat flux (W/m²)</td>
</tr>
<tr>
<td>r</td>
<td>radial coordinate (m)</td>
</tr>
</tbody>
</table>
specific refractivity (m$^3$/kg)

R      gas constant (J/kgK)

S      optical path length (m)

T      time (s)

T      absolute temperature (K)

T      true axially averaged fluid temperature (K)

T$_f$  effective fringe (i.e. measured) temperature (K)

T$_h$  fluid temperature at the exit of the test section (K)

T$_{ref}$ reference temperature (K)

T$_s$  surface temperature (K)

T$_{\infty}$ ambient temperature (K)

w      distance on wedge fringe interferogram (m)

x, y   Cartesian coordinates (m)

z      coordinate in the direction of the object/test beam (m)

z'     dimensionless coordinate, z/L

Greek Symbols

$\alpha$  wedge fringe angle at the solid/fluid interface (rad)

$\beta$  fluid volume expansion coefficient (K$^{-1}$)

$\gamma$  finite (wedge) fringe angle at ambient conditions (rad)

$\delta$  thermal boundary layer thickness (m)

$\Delta\varepsilon_r$ fringe shift caused by refraction

$\Delta T$ temperature difference along a light ray (K)

$\varepsilon$ fringe shift order

$\theta$  reference and test beam recombination angle (rad)

$\lambda$ wavelength of light (m)

$\lambda_0$ vacuum wavelength of light (m)

$\rho$  fluid density (kg/m$^3$)

$\phi$  phase shift (rad)

Subscripts

ref      reference beam

s      solid/fluid interface (x=0)

$\infty$ ambient conditions
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