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Abstract

This dissertation presents new approaches for cognitive radio networks that combat fading

effects and improve detection accuracy. We propose an advance framework for perfor-

mance analysis of cooperative spectrum sensing over non-identical Nakagami-m fading

channels. Specifically, we investigate the detection accuracy of a relay-based cognitive

radio network and derive new exact and approximated closed-form expressions for aver-

age detection probability and average false alarm probability for two diversity combining

schemes; equal gain combining and selection combining. The dissertation presents novel

approximation methods to mitigate the difficulties in modeling non-identical channel fad-

ing. We also investigate the convergence rate of infinite-series expressions and propose to

use a powerful acceleration algorithm that allows for the termination of the series with a

finite number of terms.

A detect-amplify-and-forward strategy is proposed to mitigate bandwidth require-

ments of relaying local observations to a fusion center. The end-to-end performance

of a relay-based cooperative spectrum sensing over independent identically distributed
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Rayleigh fading channels is also investigated in this dissertation. Specifically, we aim

to incorporate sensing time, end-to-end SNR, and end-to-end channel statistic into the

performance analysis of cooperative CR networks. We also propose a cluster-based coop-

erative spectrum sensing approach to overcome the bandwidth limitations of the reporting

links. The approach reduces the number of reporting terminals to a minimal reporting set

and replaces the global fusion center by a local fusion center to mitigate the destructive

channel conditions of global relaying channels. A new approach is proposed to select the

location of the local fusion center using the general center scheme in graph theory.

We aim to show that multipath fading on relaying channels yields similar performance

degradations as multipath fading on sensing channels. With the detect-amplify-and for-

ward strategy, refraining the heavily faded relays improves the detection accuracy. A gain

of 3 dB is achieved by switching from amplify-and-forward strategy to detect-amplify-

and-forward strategy with 3 cooperative users. Compared to the non-cooperative spec-

trum sensing, a gain of up to 8 dB is achieved with 4 cooperative users and equal gain

combining receiver. Similar experimental set up but with selection combining receiver, a

gain of 5 dB is achieved.
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Chapter 1

Introduction

1.1 Background

Cognitive radio (CR) technology arises to be an attractive solution to the spectral con-

gestion problem by introducing opportunistic usage of the frequency bands that are not

heavily occupied by licensed users [1, 2]. CR concept will change the way the radio spec-

trum is shared and will require enabling technologies such as DSA, spectrum sharing,

flexible spectrum policy, and improved spectrum sensing techniques [3].

Since CR users are considered lower priority or secondary users of a spectrum allo-

cated to a primary user which the licensed entity, a fundamental requirement is to avoid

interference to the primary users in their vicinity [3]. Through CR technology, secondary

users periodically monitor the spectrum for vacant channels, and communicate among

themselves using these vacant channels even though these channels are originally owned
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by the primary users. The cognitive capability of a CR enables real time interaction with

its environment to determine appropriate communication parameters and adapt to the

dynamic radio environment [4].

Spectrum sensing is considered the key step in CR systems and the most challenging

issue [5]. Spectrum sensing, in general, performs the following two functionalities [6]:

1) Locating spectrum holes so that CR users can communicate in the absence of the

primary network, 2) Monitoring the spectrum band and preparing to abandon the channel

immediately as soon as the primary network resumes its operation.

Typically, spectrum sensing performance is determined by two significant parameters

namely, probability of detection and probability of false alarm [7]. Probability of detec-

tion determines the detection accuracy; it indicates how well the primary user is protected

from harmful interference caused by the secondary users’ transmissions. On the other

hand, false alarm probability determines sensing efficiency; it refers to the probability of

white-spaces that are misclassified as occupied channels. From the secondary users point

of view, a lower probability of false alarm means more spectrum access opportunities

and higher network throughput. While from the primary network’s perspective, a higher

detection probability means more protection against interferers. Depending on which

probability is of interest, that one is fixed and the other one is optimized [8].

CR users perform spectrum sensing either individually or cooperatively. In the in-

dividual spectrum sensing, also known as non-cooperative spectrum sensing, each CR

observes its local radio environment and determines the presence of the primary user

2



transmission and accordingly identifies the current spectrum availability [6]. On the

other hand, cooperative spectrum sensing allows CR users to exchange their local ob-

servations or their sensing results and cooperatively infer the availability of spectrum

holes.

1.2 Spectrum Sensing Challenges

The basic assumption of the spectrum sensing is that the locations of the primary re-

ceivers are unknown due to the lack of signalling between primary users and CR users.

Therefore, CR terminals have to only rely on weak primary transmitter signals based

on local observations [9]. Accordingly, CR receiver sensitivity must be higher than the

highest primary receiver sensitivity by a large margin [4]. Moreover, the transmitter

detection model cannot prevent a hidden terminal problem. The hidden terminal prob-

lem is considered as a critical challenging issue in the spectrum sensing [4]. It arises

when the secondary user fails to detect the primary transmitter due to either deep fad-

ing/shadowing or receiver uncertainty as shown in Fig. 1.1. In this case, the CR cannot

sense the presence of the primary user signal, and thus it is allowed to access the channel

while the primary user is still in operation.

Multipath fading is a main obstacle for CR users to achieve reliable communica-

tions [10]. Under channel fading or shadowing a low received signal strength does not

necessarily imply that the primary system is not active or located out of the CR’s inter-

ference range as the signal may be experiencing a deep fade or is being heavily shadowed

3
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Figure 1.1: Hidden terminal and receiver uncertainty problems

by obstacles [11]. Hence, a performance analysis for both coherent or noncoherent detec-

tions over fading channels requires knowledge of the fading envelope statistics and will

be considered in detail in the following chapters.

CR users should monitor the spectrum continuously. However, in reality the receiver’s

RF front-end cannot differentiate between the primary user signals and CR user signals

[3, 12]. Thus, CR users can not transmit and sense at the same time. This necessitates

a periodic sensing scheme where sensing and transmitting are alternating in a periodic

manner with separate observation and transmission periods [13]. Fig. 1.2 illustrates the

basic structure of spectrum sensing cycles in CR networks. The periodic sensing structure

introduces another design challenge [13]. Interference avoidance depends on the sensing

accuracy which is in turn determined by the observation time. Since the transmission of

CR users is not allowed during the observation time, the transmission time is reduced

which inevitably reduces the spectrum usage efficiency.

4



Channel 

Monitoring
Data Transmission

Channel 

Monitoring
Data Transmission

Channel 

Search
Data Transmission

T

TD

Primary User 

Detected

Idle Channel 

Found

TM = Channel monitoring time

TD = Data transmission time

TS = Sensing time

T = Sensing period (frame size)

TS

Channel 

Monitoring

Figure 1.2: Periodic spectrum sensing structure

Spectrum sensing is also challenged by the fact that the available spectrum holes show

different characteristics which vary over time. In order to describe the dynamic nature

of CR networks, each spectrum hole should be characterized by considering not only

the time-varying radio environment but also the primary user activity and the spectrum

band information such as operating frequency and bandwidth [4]. Most CR research

assumes that the primary user activity is modeled by exponentially distributed inter-

arrivals [9, 13–15]. In this model, the primary user traffic is modeled as a two state

birth-death process. An ON (busy) state represents the period used by primary users

and an OFF (idle) state represents the unused period [16]. Since each user’s arrival is

independent, each transition follows the Poisson arrival process and the length of the ON

and the OFF periods are exponentially distributed.
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1.3 Motivation

Reliable detection of the existence of primary users is a primary requirement for the min-

imization of interference to existing primary networks [17, 18]. In a real communication

environment, the local sensing performance of individual users may severely degrade due

to deep fading/shadowing [19–21]. Therefore, individual spectrum sensing is unreliable

and prone to errors. However, spectrum sensing can be significantly improved by allow-

ing different users to share their local sensing observations and to cooperatively decide

on the licensed spectrum occupancy.

By exploiting the diversity provided by associated radios, CSS improves the overall

detection sensitivity without imposing higher sensitivity requirements on the individual

CRs [19, 22, 23]. It has been shown that a network of cooperative cognitive radios, which

experience different channel fading conditions from the target, would have a better chance

of detecting the primary radio if the individuals’ local sensing are jointly combined at a

base station [24, 25].

The merit of CSS primarily lies in the achievable space diversity brought by the

sensing channels, namely, sensing diversity gain provided by the multiple CRs. Even

though one CR may fail to detect the primary signal, there are still many chances for other

CRs to detect it. Another merit of cooperative spectrum sensing is the mutual benefit

brought forward by communicating with each other to improve sensing performance

and system agility. When a CR is far away from the primary user, the received signal

is too weak and the user takes a long time to sense its presence. However, when a

6



CR located nearby the primary user acts as a relay, the signal of the primary user

can be reliably detected by the far user in a very short time thereby improving system

agility [26, 27]. Moreover, by allowing multiple CRs to cooperate in spectrum sensing,

the hidden terminal problem can also be addressed [3]. While a cooperative approach

provides a more accurate sensing performance, it causes adverse effects on resource-

constrained networks due to the additional operations and overhead traffic [4, 28].

Obviously, CSS will go through two successive channels [29]: First, the sensing chan-

nels which are the links between the primary user and the CRs, and second, the relaying

channels which are the links between the CRs and the fusion center. Most results on CSS

(see [19, 23, 30–32] and references therein) have retained the typical assumptions of clas-

sical decentralized soft-fusion framework; i.e., the effect of the wireless channel is taken

into account only on the sensing channel and is overlooked on the relaying link. Most

of these studies have dealt with the CR network as a single-hop communication system,

ignoring the effect of relaying channel conditions. Therefore, the noise accumulation that

effects typical relaying protocols is neglected. Even when faded relaying channels are

considered (see e.g., [26, 27, 33, 34]), the fading model on both sensing and relaying links

are oversimplified.

Typically, the wireless propagation characteristics of the relaying channels and the

relaying mechanism play a significant role in CSS performance. Specifically, the achiev-

able detection accuracy of the cooperative spectrum sensing methods depends on the

channel fading conditions, relaying protocol, and the employed combining scheme [35].
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Importantly, the relaying channels convey noise to the destination, which is why it is nec-

essary to incorporate its propagation characteristics into the performance analysis. The

difference between a conventional single-hop system and a relay-based dual-hop system

is that the noise in the single-hop system is independent of the channel statistics while

the noise in the dual-hop system is not. Motivated by these facts, this dissertation aims

to offer an accurate framework for the analysis and design of CSS using the detection

accuracy as a performance measure and taking into account realistic channel conditions

and system operations.

The relaying channels are usually bandwidth limited [3]. If every user transmits the

real value of its observation, a large relaying bandwidth is required which may not be

available. The bandwidth limitations of the relaying channel are addressed by this disser-

tation in two ways: i) only the users with reliable information are allowed to report their

local observations, ii) instead of local observations, users are allowed to report a binary

decision to the common receiver. However, for large networks, the aforementioned ap-

proaches may not be enough to overcome the bandwidth limitations since the bandwidth

of the relaying link increases with the number of relays. Hence, a clustering approach is

proposed in this study. Clustering is one of the most efficient techniques used to reduce

the bandwidth required to report data to a fusion center [36–40]. It is used widely as a

hierarchical approach of topology management in Ad-Hoc wireless networks [36, 41–43].

However in CR networks, clustering must consider the fact that the available channel sets

are changing temporally and spatially. Furthermore, the cluster sizes and cluster loca-
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tions may change when CR’s neighborhood changes with each new operating frequency.

Consequently, clustering in CR networks is performed according to channels topology in-

stead of nodes topology [44, 45]. Specifically, a CR node forms a cluster on an available

channel and invites adjacent nodes to join its cluster if the same channel is available in

their channel sets.

1.4 Related Works

There has been an active research in exploring CSS performance in cognitive radio net-

works. This section discuss the up-to-date research relevant to our work.

In [13, 24, 45–48], the authors investigated CSS performance under typical assump-

tions of error-free relaying channels and ignored channel impairments due to fading and

shadowing conditions. In [30, 49], the authors investigated the performance of an energy

detector over wireless channels with composite multipath fading and shadowing effects.

In both studies, the proposed CSS models are quantified based on the detection proba-

bility as a performance measure. However, the authors overlooked the relaying channels

and dealt with the cooperative system as a single-hop network. Similarly, the relaying

links are overlooked in [50]. This work presents a performance analysis of energy detector

over multipath fading for a system with antenna diversity reception.

To the best of the author’s knowledge, very few works have considered realistic

modeling of the relaying channels in the CSS approaches proposed for CR networks,

e.g. [33, 34, 51]. In [51], the authors considered the error effect on reporting decisions to
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a fusion center, investigating the problems of using CSS over independent and identically

distributed (i.i.d.) Rayleigh fading channels. A DF relaying protocol is employed and a

logic-based decision fusion policy is considered as a combining technique. The authors

in [33] considered the AF relaying protocol for a CR network with the reported channels

subjected to log-normal shadowing. However, closed form expressions for the average

detection probability and the average false alarm probability are not given in this study.

In [34], a distributed model is proposed for CSS networks assuming that channel statis-

tics follow an exponential distribution. The final expressions of the detection and false

alarm probabilities are presented by integral forms that need to be solved by numerical

integration.

To show that the cooperation of two secondary users or more increases the overall

agility, the authors in [26] and [27], proposed two cooperative schemes. A common

receiver is used in the first one to exchange the local sensing information among two users

while a totally distributed cooperative scheme is used in the second one for multiuser

networks. For the multiuser case, the authors developed a pairing protocol which ensures

asymptotic agility gain with probability 1. The AF protocol is employed in both studies

to exchange the local sensing information. The study assumes a fixed cooperation model

which may fail due to the mobility of the paired CR users.

The authors in [47], propose that secondary users with higher detection probabilities

constantly act as relays to help those with lower detection probabilities. In [46], the

authors showed that if all secondary users cooperate in the network does not necessarily
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achieve the optimum performance. Instead, optimum performance can be achieved by

cooperating users with the highest signal to noise ratio. The number of cooperating users

to obtain the optimum detection and false alarm probabilities is computed at a secondary

base station.

A weighed-CSS scheme using clustering is proposed in [52]. In the clustering setup,

the most active user with the largest instantaneous reporting channel gain is to be se-

lected as a cluster head. The authors assumed a reporting channel that is subjected

to Rayleigh fading. In [53], a cluster-based method is proposed for CSS over imperfect

relaying channels. To decrease the reporting errors introduced by the fading channels,

user selection diversity is exploited in each cluster. The largest instantaneous reporting

channel gain is used as a selection criteria for cluster heads election. The clustering

algorithm proposed in this dissertation differs from the above previous works in two

important aspects. Firstly, we employed a fully distributed network, whereas the ap-

proaches in [52, 53] are proposed for centralized networks. Secondly, the MDS scheme is

used to reduce the number of reporting terminals to a minimal reporting set.

1.5 Contributions

This thesis investigates a number of problems challenging the cooperative spectrum sens-

ing in both centralized and distributed systems and proposes new techniques to address

these challenges. In particular:

- In a different way to the typical assumptions of i.i.d fading channels, we analyze
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the CSS performance over a non-identical Nakagami-m fading channels.

- We present a general framework for analysis and design of dual-hop CR networks

that employs realistic system operations.

- We investigate two CSS strategies, namely, AF and DAF. The energy detection is

considered to allow soft-fusion (data-fusion) policy to be used at the receiver. Soft-

fusion is known to achieve optimal diversity and allows for keeping the complexity

of local radios at a low level since only analog forwarding is required by them.

However, the optimum performance comes at the cost of bandwidth requirements of

the relaying links. To mitigate this problem, we propose the DAF strategy to refrain

those users with unreliable information from forwarding their local measurements

to the fusion center.

- We develop a statistical approach to derive the detection probability and the false

alarm probability. To the best of our knowledge, this is the first time closed-form

expressions are derived for CSS systems with non-identical fading channels on both

sensing and relaying links.

- Based on harmonic mean of two random variables, we obtain a PDF for the end-

to-end SNR. The end-to-end statistic is then used to quantify the performance of

the CSS using the detection accuracy and the amount of fading as performance

measures.

- We investigate the convergence rate of the infinite series that appears in the derived
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expressions and propose to use a powerful acceleration algorithm that allows the

series termination with a finite number of terms.

- We present novel approximation methods to mitigate the difficulties in modeling

non-identical channel fading.

- We investigate a cluster-based CSS approach for cognitive networks with a large

number of CR users. We also propose new criteria to select local fusion centers.

Instead of selecting the radio with the largest instantaneous channel gain as a local

fusion center, we propose to use the aggregate channel gain as a selection criteria.

- We present a systematic way to find the optimal number of cooperative clusters.The

MDS clustering approach is used to obtain a minimal set of clusters that covers all

the users operating in the field while keeping the network connected.

The cooperative sensing is performed as follows: each CR radio carries out local

sensing within a specified sensing time period and then acts as a relay to forward the

local sensing to the fusion center. Based on the combined inputs, the fusion center decides

whether the primary network is active or not. The secondary users operate in a fixed

TDMA scheme where the sensing and transmission phases are alternating periodically.

The spectrum sensing phase consists of two time slots: In the first slot, all CRs listen to

the primary user signal over the shared spectrum band, and in the second slot, each CR

amplifies and relays its local sensing to the fusion center by a maximum transmission

power constraint. The fusion center reports the cooperative decision back to the CRs
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at the end of the second slot. The statistic of the combined signal is determined by the

amplification factor of the CR relay, the combining technique, and the fading conditions.

All findings are substantiated via analytical computations using MATHEMATICA-8

software package [54] and verified through Monte Carlo simulations.
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Chapter 2

Cognitive Radio Technologies

2.1 Cooperative Spectrum Sensing

Cooperative communications is an emerging and a powerful solution that can overcome

the limitations of wireless systems [55, 56]. The basic idea behind cooperative transmis-

sion is that the signal transmitted by a source to a destination, each employing single

antenna, is also received by other terminals which are often referred to as relays [29]. The

destination then combines the signals coming from the source and the relays, thereby cre-

ating spatial diversity by taking advantage of the multiple receptions of the same data at

the various terminals and transmissions paths. More specifically, the presence of multiple

radios helps to reduce the effects of severed multipath at a single radio since they provide

the destination with multiple independent realizations of related random variables. With

multiple realizations, the probability that all users see deep fades is very low [57].
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For cooperative decisions, reporting channels (relaying links) are used by CR radios to

report their local observations (soft-fusion) or their individual decisions (decision-fusion)

to a secondary base station (fusion center). In this dual-hop cooperative network, the

primary user stands for the source and the common receiver stands for the destination.

The basic structure of this cooperative approach is shown in Fig. 2.1. In another approach

of cooperative networks, secondary users with higher detection probabilities constantly

act as relays to help those with lower detection probabilities [26, 27]. Such cooperation

can reduce the detection time of the ”weaker” user thereby improving the agility of the

overall network. Fig. (2.2) shows a scenario of two-user cooperation. In the presence of

more than two users, CR users can be grouped into pairs, in which one user acts as a

relay for the other [27]. However, the performance of such fixed cooperation model will

become worse when considering mobility of the CR users.

CSS can be implemented either in a centralized system or in a distributed sys-

tem [5, 58]. In the centralized method, a base-station works as a fusion center to gather

all sensing information from the CR users and detect the spectrum holes. Cooperation

among CR users in a centralized manner is usually coordinated by a fusion center through

either decision-fusion or soft-fusion policies [59, 60]. The centralized network architecture

helps overcome the receiver uncertainty problem. With the transmitter detection, CR

networks cannot avoid interference at the nearby primary user since the transmitter’s

detection relies only on local observations of CR users and does not consider the location

information of the primary receiver [61]. Hence, in order to reduce the receiver’s uncer-
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tainty, CR networks require the base-station to collect sensing information from CR users

inside its coverage area. Moreover, the centralized approach mitigates the limitation in

sensing capabilities. For example, CR networks should be synchronized to schedule the

spectrum sensing among all CR users. Thus, CR networks need to have a base-station

to synchronize the scheduling such that all users can have the same sensing cycles and

avoid interfere with sensing operations [13].

On the other hand, distributed solutions require an exchange of observations among

CR users [62]. In the fully distributed system, all signal processing is done at the CR

terminals and the results are available locally. Global results are then available at a

local fusion center [63]. Distributed solutions are mainly proposed for cases where the

construction of an infrastructure is not preferable [9, 62, 64]. Therefore, distributed

networks lack centralized support, and hence must rely on local coordination to gather

topology information [6]. A common cooperative scheme of distributed systems is forming

clusters to share the sensing information locally [65].

2.2 Relaying (reporting) Channels

CSS either centralized or distributed, assume relaying channels for spectrum sharing [59,

64]. It is clear that relaying channels facilitate many spectrum sharing functionalities

such as transmitter receiver handshake, communication with a fusion center, or sensing

information exchange. However, due to the fact that CR network users are regarded

as secondary users of the spectrum that they allocate, when a primary user chooses a
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channel this channel has to be vacated without interfering. This is also true for the

relaying channels. In cooperative sensing architectures, the relaying channels can be im-

plemented using different methodologies. These include a dedicated band, an unlicensed

band such as ISM band, and an UWB underlay system [3, 66]. Depending on the system

requirements, one of these methods can be selected.

The relaying links provide more flexibility for designing advanced cooperative proto-

cols. Specifically, the level of cooperation is determined by the bandwidth of the relaying

channel. To this end, we can define two regimes of interest [11]:

- Low bandwidth relaying channels for energy detection and cyclostationary detection

receivers: In this regime, it is realistic to assume that the CRs exchange decisions

or summary statistics rather than long vectors of raw data.

- High bandwidth relaying channels: in this regime, CRs can exchange entire raw

data and hence a sophisticated detection can be performed. In this scenario, it may

be possible for tightly synchronized radios to collectively overcome poor detection

scenarios.

When the relaying channel is jammed or unavailable, CR users should adapt to the

new situation and use an alternative channel. For example, CR users may use a global

control channel [67]. To facilitate the change over to the alternative relaying channel,

efficient information sharing and coordination algorithms should be developed [68]. These

algorithms must be designed to reduce overhead traffic caused by the cooperation process

and should be robust to the temporal variations of relaying channels.
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2.3 Diversity Combining Techniques

A relayed transmission is a well-known technique that has the advantage of extending

the coverage without using large power at the transmitter. Recently, it has gained a new

actuality in the context of collaborative wireless communication systems [9, 27, 69], where

relaying is used as a form of spatial diversity to overcome highly shadowed or deeply faded

links. As a result, the signal from the source (primary user) to the destination (fusion

center) propagates through two hops (links) in series [70]. Depending on the nature and

complexity of the relays, dual-hop transmission systems can be classified into two main

categories, namely, regenerative or non-regenerative systems. In regenerative systems,

the relay fully decodes the signal that went through the first hop and retransmits the

decoded version into the second hop [71]. This is also referred to as decode-and-forward

or digital relaying [69]. On the other hand, non-regenerative systems use less complex

relays that just amplify and forward the incoming signal without performing any sort

of decoding. That is why it is sometimes referred to as amplify-and-forward or analog

relays.

As a further categorization, relays in non-regenerative systems can in their turn

be classified into two categories: 1) CSI-assisted relays, and 2)”blind” relays. Non-

regenerative systems with CSI-assisted relays use instantaneous CSI of the first hop to

control the gain introduced by the relay and as a result fix the power of the retransmit-

ted signal. In contrast, systems with ”blind” relays do not need instantaneous CSI of

the first hop at the relay, but rather employ at these relays amplifiers with fixed gains
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and consequently result in a signal with variable power at the relay output. Although

systems with such a type of blind relays are not expected to perform as well as systems

equipped with CSI-assisted relays, their low complexity and ease of deployment make

them attractive from a practical standpoint [71]. In cognitive radio applications, the CSI

may be available to secondary users over a control channel or over a broadcast channel

through an access point. Several such steps have recently been investigated [72, 73].

AF relaying allows a soft-fusion policy to be used by the receiver. The soft-fusion

policy had been proven to achieve optimal diversity, providing a higher diversity gain and

a better detection accuracy compared to the logic-based decision-fusion policy [32, 74, 75].

Moreover, it allows for keeping the complexity of local sensors at a low level since only

analog forwarding is required by them [26, 27, 31, 34, 74]. This is true when radios are

tightly synchronized to collectively overcome the SNRwall 1. When the AF protocol is

implemented, several diversity combining techniques can be used at the receiver. The

object of diversity combining techniques is to make use of the several received signals to

improve the realized SNR and combat the effect of the multipath fading [76]. Diversity

combining relies on a simple principle. Namely, if a number of well-separated relays are

used to relay the same signal, it is unlikely that all received signals at the fusion center

fade at the same time. In general, the term ”diversity system” refers to a system in which

one has available two or more closely similar copies of some desired signal [76]. Diversity

combining offers one of the greatest potentials for radio link performance improvement

[10].

1SNRwall is the weakest SNR below which a detector fails to reliably detect the signal
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Diversity schemes can be classified according to the type of combining employed at

the receiver as MRC, SC, and EGC. The MRC combiner weighs the received signals with

respect to their SNR and is known to be of high performance. However, MRC receiver’s

complexity is directly proportional to the number of diversity branches. The EGC equally

weighs the diversity branches but it has the same undesirable feature of having the

receiver complexity dependent on the number of diversity branches [77]. Conversely, the

SC scheme selects only one relay which has the maximum channel gain among all the

diversity branches. The combiner offers a simple receiver structure since it is simply

performed by measuring the SNR of all the diversity branches.

On the other hand, DF relaying allows decision-fusion policy to be implemented at

the receiver. It aims to minimize the overhead traffic and the bandwidth requirements

by allowing each user to report only a single bit which represents its own decision. When

decision-fusion policy is used; AND, OR or M-out-of-N methods can be used for com-

bining information from different cognitive radios [46]. However, in practical systems, to

reliably deliver one-bit sensing information actually involves a lot of overheads, including

reliable channel coding, packet preamble, CRC bits etc. Typically, the number of co-

operative users and the amount of information that each user should send to the fusion

center determine the required bandwidth. For a large network, the required bandwidth

may exceed the capability of the reporting channels, which may be alleviated through

DF relaying.
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2.4 Spectrum Sensing over Fading Channels

Many urban and vehicular communication systems are subjected to fading caused by

multipath propagation due to reflections, refractions and scattering by buildings and

other large structures [78]. For primary user detection, flat fading yields the worst case

performance since frequency selectivity provides multiple ”looks” at the same signal [79].

Furthermore, in a composite fading/shadowing environment, apart from the multipath

fading, wireless signals may undergo shadowing. While the multipath fading can be mod-

eled as a Rayleigh, Rice or Nakagami distribution, shadowing process is typically modeled

as a Log-normal distribution [49, 79] and the reference therein. In this environment the

receiver does not average out the envelope fading due to multipath but rather reacts to

the instantaneous composite multipath/shadowed signal [10]. This is often the scenario

in congested areas with slow moving pedestrians and vehicles [80]. Therefore, some prac-

tical communication channels can be modeled as a multipath fading superimposed on

Log-normal shadowing [49]. Due to difficulty of analyzing digital wireless communica-

tion systems over composite fading models, the shadowing effect is sometimes neglected

in the literature. It is also important to keep in mind that shadowing is notoriously hard

to model accurately and its statistics can vary with the deployment’s environment [57].
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2.5 Primary Signal Detection

Spectrum sensing techniques can be classified into three principal types [3]: matched filter

detection, cyclostationary detection, and energy detection. When the noise is Gaussian

and the signal has a known form, even with unknown parameters, the appropriate pro-

cessing includes a matched filter or its correlator equivalent [81]. The matched filter is

an optimal detector in AWGN channel since it maximizes the received SNR [82]. The

main advantage of matched filter is that it needs less time to achieve high processing gain

due to coherent detection [83]. However, the matched filter requires the synchronization

between the primary user and the CRs [6]. Furthermore, CR users need to have different

multiple matched filters dedicated to each type of the primary user signal, which increase

the implementation cost and complexity [6].

Cyclosationary detection determines the presence of the primary user signals by ex-

tracting their specific features such as pilot signals, cyclic prefixes, symbol rate, spreading

codes, or modulation types from its local observation [6]. The main advantage of the fea-

ture detection is its robustness to the uncertainty in noise power. If the signal of the

primary user exhibits strong cysclostationary properties, it can be detected at very low

SNR values by exploiting the information (cyclostationary features) embedded in the

received signal [6, 84]. Furthermore this detection approach can distinguish the primary

signal from other CR users’ signals over the same frequency band provided that the cyclic

features of the primary user and the CRs’ signals differ from each other [85]. However,

cyclostationary detection is more complex to implement than the energy detection and

24



requires a prior knowledge of the primary signal such as modulation format [29, 86].

Energy detector is a non-coherent detector that is simple to implement [30]. It is

considered an optimal detector in case of unknown signal if the noise power is known [3].

Thus, the energy detector is widely considered as the local spectrum sensing detection

method since the CRs have no prior knowledge about the primary signal due to the lack

of interaction with the primary user. The reliability of the energy detector depends on the

receiver’s noise characteristics, the received signal strength, and the length of time that is

used for the integration. While the energy detector is easy to implement and can be used

without any prior knowledge of the primary signal, it still has some drawbacks. The first

problem is that it has poor performance under low SNR conditions and will not be able to

detect the signal reliably if the SNR is less than SNRwall [3, 87]. Also, the energy detector

suffers from longer detection time compared to the matched filter detection [6]. Another

challenging issue is the ability to differentiate the interference from other secondary users

sharing the same channel and the primary user. For this reason, CR networks need to

provide a synchronization over the sensing operations of all neighbors, i.e. each CR user

should be synchronized with the same sensing and transmission schedules. Otherwise, CR

users cannot distinguish the received signals from primary and CR users, and hence the

sensing operations of the CR user will be interfered by the transmissions of its neighbors.

Furthermore, the threshold used in energy detection depends on the noise variance, and

small noise power estimation errors can result in significant performance loss [88].

The energy detector is employed in our study. We aim to investigate the problems
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of the energy detector and analyze its performance over multipath fading channels. The

cooperative sensing may alleviate the problems of the energy detector and improve its

performance. In cooperative sensing we rely on the variability of signal strength at

various locations. We expect that a number of cooperative CRs with sensing information

exchanged through a fusion center would have a better chance of detecting the primary

user compared to individual sensing.

2.6 Energy Detection

Detection of a signal in the presence of noise requires processing which depends upon

what is known of the noise characteristics and of the signal. When the signal has an

unknown form, it is sometimes appropriate to consider the signal as a sample function of

a random process [81]. When the signal statistics are known, this knowledge can often

be used to design a suitable detector. In the case of CR networks, it seems appropriate

to use an energy detector to determine the activity of the primary network due to the

absence of much knowledge concerning the primary user signals. The energy detector is a

threshold device which measures the energy of the received waveform over an observation

time window [30].

The energy detector consists of a square law device followed by a finite time integrator.

First the input signal is filtered with a band-pass filter to select the bandwidth of interest.

The filtered signal is then squared and integrated over a time interval, T . The requirement

of T is that it must be short in comparison to the time required for the fading amplitude
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to change up appreciably, but long in comparison to the period of the signal [76]. Fig. 2.3,

depicts the block diagram of a typical energy detector.

For an arbitrary CR user, the signal receiver over the sensing link ys at time t can be

represented as

H0 : ys(t) = ns(t)

H1 : ys(t) = hs.xp(t) + ns(t)

(2.1)

where, xp denotes the signal transmitted by the primary radio, hs denotes the channel

fading coefficient of the sensing link, and ns denotes the additive Gaussian noise. The

hypotheses H0 and H1 are for the primary signal’s absence and presence, respectively.

For local detection, the power of ys denoted by Ys is compared with a given threshold λ

to infer the primary state following a decision rule given by [24]

Ys

H1
≥
<
H0

λ (2.2)

By definition, a false alarm occurs when the primary user activity is claimed under

H0, while an accurate detection occurs when the primary user activity is claimed under

H1. Therefore, the detection probability, Pd , and the false alarm probability, Pf , are

 !" !#
$

%&'

Ys

BPF = Band pass filter

T = Integrating time interval

u = Number of samples

Figure 2.3: Typical energy detection receiver
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given by,

Pd = P{Y > λ|H1} (2.3)

Pf = P{Y > λ|H0} (2.4)

2.7 Cluster-Based Spectrum Sensing

Cluster-based spectrum sensing is divided into rounds of three phases: sensing, cluster

setup, and transmission phase. During the sensing period, spectrum holes are located

and channel sets are made available for data exchange. CR users need to synchronize

their spectrum sensing phase to avoid false alarms that may be triggered by some CRs

that started their spectrum sensing earlier [89]. In the second phase, clusters are formed

and cluster heads are elected. Finally, the transmission phase starts when CR terminals

communicate and exchange data using the set of sensed channels that are originally

owned by the primary network. The available band is only utilized during this phase and

it stays idle during the sensing and clustering phases. The length of the transmission

period determines how efficiently the available spectrum band can be utilized. Thus,

even though the cluster set-up time is much shorter than the channel transmission time,

it is not preferable to perform the cluster set-up at every sensing round so as to improve

sensing efficiency. Fig. 2.4 illustrates the sensing round structure for a cluster-based

cooperative sensing.

Network traffic in cluster-based systems is generated mainly by intra-cluster and inter-
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Figure 2.4: Sensing round structure in cluster-based spectrum sensing

cluster communications. Inter-cluster communications happen between cluster heads

and traffic relay gateways. A gateway is a CR user who might be in one-hop from

two neighboring cluster heads in case of overlapping clusters or in one-hop to another

gateway in an adjacent cluster in the case of disjoint clusters. In both traffic types, the

packets generated by a source node may reach the destination node through a single-

hop or a multi-hop routing. For clustering to be effective, the number of cluster heads,

gateways, and the links that are connecting them must be minimized while preserving the

connectivity of the whole network [90]. Minimizing the number of clusters reduces the

overhead traffic and the network maintenance requirements. However, clustering must

consider the traffic load at both cluster heads and the gateways as these nodes tend to

be the bottlenecks of the entire network. Setting up an upper bound for the cluster

size is essential here as it prevents the overcrowding of nodes in the clusters and avoids
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traffic congestion at the interconnection nodes. Typical structures of the centralized and

distributed CSS systems are shown in Fig. (2.5).
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Local Fusion 
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Figure 2.5: Cooperative spectrum system strategies a) centralized system b) distributed
system

In this approach, the CRs are allowed to be grouped into separate clusters then

each group elects a cluster head to forward a cluster decision or a cluster combined

observation to a common receiver. One of the elected cluster heads is selected here to act

as the common receiver i.e. a local fusion center. The common receiver decides whether

the sensed band is vacant or occupied by the primary user. The final decision is then

broadcasted back to the clusters.
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Chapter 3

Amplify-and-Forward Strategy over

Non-Identical Fading Channels

3.1 Introduction

In this chapter, we investigate the detection accuracy of an AF relay-based CSS approach

over non-identical Nakagami-m fading channels. We derive new exact and approximated

closed-form expressions for the average detection probability and the average false alarm

probability over two diversity combining techniques: EGC scheme and SC scheme. We

also investigate the convergence rate of infinite series that appears in the derived exact

closed-form expressions and propose to use a powerful acceleration algorithm that allows

for the series termination with a finite number of terms.

Performance analysis of wireless communication networks usually involves compli-
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cated and cumbersome statistical methods. Several statistical models have been intro-

duced in the literature to describe the fading envelope of the received signal [78, 91–96].

For short term fades, the Rayleigh distribution can be used to characterize the envelope

of faded signals over small propagation area while log-normal distribution is used when

much wider geographical areas are involved [78]. However, Nakagami-m distribution [91]

is the most versatile statistical model which can model a variety of fading environments.

Nakagami distribution has a relatively simple analytical form, making it attractive in

performance analysis. The fading parameter of the Nakagami-m distribution can de-

scribe both severe and weak fading. Therefore, the distribution can be employed in the

presence or absence of LOS between the user terminal and the base station [92, 97].

Furthermore, the Nakagami distribution is more flexible and more accurately fits the ex-

perimental data for many physical propagation channels than the Log-normal and Rician

distributions [78].

The early reported results on communication over Nakagami-fading channels have

been obtained based on the use of variants of the CF or the MGF of the sum of gamma

variates [98–100]. However, in [101, 102], the authors proposed general approaches re-

lated to independent nonidentical distribution of gamma RVs then derived infinite-series

expressions for the PDF of the sum of gamma variates for queuing type of problems.

Their works have been extended in [95] where the case of arbitrary correlated gamma

RVs are included in a performance study of MRC and EGC receivers.

Motivated by the above considerations, we investigate a new relay-based CSS strate-
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gies that incorporates sensing links, relaying links, diversity combining schemes, and

energy detection into a general framework for a comprehensive performance analysis of

CR networks with diversity reception. The proposed framework adopts the AF strategy

as a relaying mechanism, using an energy detection technique and applying the soft-fusion

policy to facilitate the cooperative decision.

3.2 Spectrum Sensing Model

A centralized CR network with L active secondary users is considered. The cooperative

decision is assumed to be made by a fusion center. The secondary users, {CRi}Li=1, stand

for the system relays and share the same spectrum band, which is originally allocated

to the primary users. The channel fading parameters of the ith sensing link and the ith

relaying link are denoted by hsi and hri , respectively. We also denote by nsi and nri ,

the additive Gaussian noise of the sensing and the relaying channels, respectively, which

are modeled as white Gaussian random processes that are assumed to be i.i.d with zero

mean and variance N0.

We assume that channel state information (CSI) is available for all the relays. We

also, assume that the fusion center has a full knowledge of CSI, i.e., it can acquire global

knowledge of sensing and relaying channel gains. CSI is one of the main requisites for

successful implementation of dynamic cognitive radio protocols. In practice, it is easy to

obtain local knowledge of channel gains via a feedback mechanism by using pilot signals

transmitted periodically by the fusion center [26, 103]. In order to obtain the CSI of the
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distant link (i.e. sensing link), CR amplifies a pilot signal received from the primary base

station and forwards it to the fusion center [104].

Let xp denotes the signal transmitted by the primary radio, then the received signal

by the ith CR user, ysi , can be expressed as

ysi = θhsixp + nsi (3.1)

where, θ = 0 or 1 denotes the primary user state under two hypotheses: Ho for primary

user absence and H1 for primary user presence. If Ysi denotes the power of ysi , then the

mean value of Ysi can be expressed as [20]

E{Ysi} =


σYsi0

= N0 H0

σYsi1
= Ei +N0 = N0(1 + γsi

) H1

(3.2)

where, Ei = E{|hsixp|2} is the mean value of the signal power as received at the RF

front-end of the ith CR receiver and γsi
= Ei/N0 is the average SNR associated with

the ith sensing link. For local spectrum sensing, Ysi is compared with a given threshold

λi to infer the primary state θ. Hence, the false alarm probability, Pfi , and the detection

probability, Pdi , can be expressed as

Pfi = P{Ysi > λi|H0} =

∫ ∞

λi

(
mi

σYsi0

)mi

ymi−1

Γ(mi)
e

(
− mi

σYsi0

)
y

dy

=
Γ(mi,

miλi

σYsi0

)

Γ(mi)
=

Γ(mi,
miλi

N0
)

Γ(mi)
(3.3)
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and

Pdi = P{Ysi > λi|H1} =

∫ ∞

λi

(
mi

σYsi1

)mi

ymi−1

Γ(mi)
e

(
− mi

σYsi1

)
y

dy

=
Γ(mi,

miλi

σYsi1

)

Γ(mi)
=

Γ(mi,
miλi

N0(1+γsi
)
)

Γ(mi)
(3.4)

where, the above integrals is evaluated with the help of [105, Eq. 3.381.3], mi is the

Nakagami-m fading parameter, Γ(.) is the gamma function as defined in [106, Eq.(6.1.1)],

and Γ(., .) is the incomplete Gamma function defined in [106, Eq. (6.5.3)], .

As can be seen from the expression given in (3.3), the false alarm probability of the

individual local detection is not related to the SNR and mainly depends on the decision

threshold, λi. Therefore, to employ the energy detection, λi, must be properly selected

to achieve a target detection accuracy. In most research works, e.g. [13, 26, 27], λi is

selected such that the false alarm probability is bounded by an upper target value. A

value of P f < 0.1 is recommended as an upper bound by IEEE 802.22 standard [107].

3.2.1 Single-Relay System

According to the AF relaying strategy, CR users are allowed to amplify the received signal

and directly relay to the fusion center. We assume that every CR relay has a maximum

power constraint, Pi. Hence, it measures the average received signal power and scales it

appropriately so that the power constraint is satisfied. Accordingly, the signal received
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at the fusion center takes the form

yi = hri(
√
Ai(θhsixp + nsi)) + nri = θ

√
Aihrihsixp +

√
Aihrinsi + nri

(3.5)

where, Ai denotes the dimensionless amplification factor of the ith CR relay. According

to the maximum power constraint, Ai is selected as [69]

Ai =
Pi

Ei +N0

. (3.6)

The second term in equation (3.5) clearly indicates that the noise in the dual-hop

system cannot be independent of the channel statistics. Accordingly, the propagation

characteristics of the second hop must be considered when computing the false alarm

probability and the detection probability.

In order to accommodate the two hypotheses H0 and H1, we define gi = |hri|2 as the

instantaneous channel gain of the ith relaying link and gi , E{|hri|2} as the expected

value of gi. Since hri follows a Nakagami-m distribution, it is easy to verify that gi follows

a gamma distribution given by

fGi
(g) =

(
mi

gi

)mi gmi−1

Γ(mi)
e

(
−mi

gi

)
g
, g ≥ 0. (3.7)

Let Yi denotes the power of the the relayed signal yi, then from (3.5), the mean value
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of Yi for a given g can be expressed as

E{Yi|g} =


σYi0

= N0(1 + Aig) H0

σYi1
= N0(1 + (1 + γsi

)Aig) H1

(3.8)

Therefore, the probability of the false alarm for a given g can be evaluated as

P
AF

fi|g = P{Yi > λ|H0, g}

=

∫ ∞

λ

(
mi

σYi0

)mi

ymi−1

Γ(mi)
e

(
− mi

σYi0

)
y

dy

=
1

Γ(mi)
Γ(mi,

miλ

N0(1 + Aig)
) (3.9)

where, the integral in (3.9) is evaluated with the help of [105, Eq. 3.383.5] and λ denotes

the decision threshold used by the fusion center to infer the primary state θ. Now,

we remove the condition on g and compute an average false alarm probability P fi by

integrating over the PDF of the channel gain given in (3.7) as follows

P
AF

fi
=

∫ ∞

0

P{Yi > λ|H0, g}fGi
(g)dg

=

∫ ∞

0

1

Γ(mi)
Γ(mi,

miλ

N0(1 + Aig)
)fGi

(g)dg. (3.10)

Evaluating the integral in (3.10) as described in Appendix A.1, P
AF

fi
can be expressed
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mathematically as

P
AF

fi
=

(
βi

Ai

)mi mi−1∑
q=0

1

q!

(
miλ

N0

)q ∞∑
n=0

(−1)nbnU(mi;mi + 1− q − n;
βi

Ai

) (3.11)

where, βi = mi/gi, bn = 1
n!

(
miλ
N0

)n
, and U(.; .; .) is the confluent hypergeometric function

of the second kind defined in [106, Eq. 13.1.3]. Similarly, the average detection probability

P di can be obtained as

P
AF

di
=

(
βi

(1 + γsi
)Ai

)mi mi−1∑
q=0

1

q!

(
miλ

N0

)q ∞∑
n=0

(−1)nbnU(mi;mi + 1− q − n;
βi

(1 + γsi
)Ai

).

(3.12)

3.2.2 Multi-Relay System

3.2.2.1 Selection Combining Scheme

In the performance analysis of cooperative diversity techniques, the statistic of the chan-

nel with maximum gain is often important [10]. The selection combining technique is

often used to identify this channel among all the diversity branches. It is worth not-

ing that SC technique can be implemented in two different strategies [108]. In the first

strategy, the combiner selects the relaying branch with the highest SNR, γr, while in the

second strategy, the relay with the highest min(γs, γr) is selected. In our CSS model, we

employ the first strategy, however, instead of the SNR, the channel gain will be used to

accommodate the two hypotheses, H0 and H1. Therefore, for L inputs, the output of the
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SC receiver is expressed as: gmax = max(g1, g2, · · · , gL). If Y denotes the signal power

at the output of the combiner then the mean value of Y for a given g can be expressed

as

E{Y |g} =


σY0 = N0(1 + ASCg) H0

σY1 = N0[1 + (1 + γsSC
)ASCg] H1

(3.13)

where, ASC ∈ {Ai}Li=1 and γsSC
∈ {γsi

}Li=1 denote the amplification factor and the average

SNR associated with the selected relay, respectively. The average false alarm probability,

P fSC
is evaluated by averaging over the PDF of gmax as follows

P fSC
=

∫ ∞

0

P{Y > λ|H0, g}fGmax(g)dg

=

∫ ∞

0

1

Γ(mSC)
Γ(mSC ,

mSCλ

N0(1 + ASCg)
)fGmax(g)dg (3.14)

where, mSC ∈ {mi}Li=1 denotes the Nakagami-m fading parameter of the link associ-

ated with the selected relay. With the help of Appendix A.2, P fSC
can be expressed

mathematically as follows

P fSC
=

L−1∑
k=0

(−1)k

k!

L∑
j=1

β
mj

j

Γ(mj)

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

mn1−1∑
l1=0

· · ·
mnk

−1∑
lk=0

(
k∏

t=1

βlt
nt

lt!

)
mj−1∑
q=0

1

q!

(
mSCλ

N0

)q

Γ(νkj)

A
νkj
SC

∞∑
n=0

(−1)nbnU(νkj; νkj + 1− q − n;
µkj

ASC

) (3.15)
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where, bn = 1
n!

(
mSCλ
N0

)n
, νkj =

∑k
t=1 lt +mj, and µkj =

∑k
t=1 βnt + βj. Similarly

P dSC
=

L−1∑
k=0

(−1)k

k!

L∑
j=1

β
mj

j

Γ(mj)

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

mn1−1∑
l1=0

· · ·
mnk

−1∑
lk=0

(
k∏

t=1

βlt
nt

lt!

)
mj−1∑
q=0

1

q!

(
mSCλ

N0

)q

Γ(νkj)

((1 + γsSC
)ASC)νkj

∞∑
n=0

(−1)nbnU(νkj; νkj + 1− q − n;
µkj

(1 + γsSC
)ASC

). (3.16)

As a by-product of the above result, P fSC
and P dSC

over Rayleigh channels, P fSCRay

and P dSCRay
, respectively, can be obtained by setting mj = 1 and mSC = 1 in (3.15) and

(3.16)2

P fSCRay
=

L−1∑
k=0

(−1)k

k!

L∑
j=1

1

ASCgj

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

∞∑
n=0

(−1)nb̃nU(1; 2− n;
µ̃kj

ASC

) (3.17)

and

P dSCRay
=

L−1∑
k=0

(−1)k

k!

L∑
j=1

1

(1 + γsSC
)ASCgj

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

∞∑
n=0

(−1)nb̃nU(1; 2− n;
µ̃kj

(1 + γsSC
)ASC

)

(3.18)

where, b̃n = 1
n!

(
λ
N0

)n
and µ̃kj =

∑k
t=1

(
1

gnt

)
+
(

1
gj

)
.

2m=1 is a special case of Nakagami-m fading referred to be as a Rayleigh fading
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Over i.i.d Nakagami-m channels P fSC
and P dSC

are expressed as follows

P fSC
=

βm

Γ(m)

L−1∑
k=0

(−1)k

k!

L∑
j=1

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

m−1∑
l1=0

· · ·
m−1∑
lk=0

(
k∏

t=1

βlt

lt!

)
m−1∑
q=0

1

q!

(
mλ

N0

)q

Γ(νk)

Aνk

∞∑
n=0

(−1)nbnU(νk; νk + 1− q − n;
µk

A
) (3.19)

and

P dSC
=

βm

Γ(m)

L−1∑
k=0

(−1)k

k!

L∑
j=1

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

m−1∑
l1=0

· · ·
m−1∑
lk=0

(
k∏

t=1

βlt

lt!

)
m−1∑
q=0

1

q!

(
mλ

N0

)q

Γ(νk)

((1 + γs)A)
νk

∞∑
n=0

(−1)nbnU(νk; νk + 1− q − n;
µk

(1 + γs)A
). (3.20)

In this case, it is important to mention that νk =
∑k

t=1 lt +m and µk = (k + 1)β.

3.2.2.2 Equal Gain Combining Scheme

Many performance analysis problems require determination of statistics of the sum of the

squared envelopes of the faded signals over several diversity paths which can be achieved

through EGC technique. For L inputs, the output of the EGC receiver can be expressed

as

y =
L∑
i=1

√
Aihri(θhsixp + nsi) + nri = θ

L∑
i=1

√
AihrihsixP +

L∑
i=1

√
Aihrinsi + nri . (3.21)

If Y denotes the power at the output of the EGC receiver, then for given gi’s, the
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mean value of Y can be expressed as

E{Y |g ,
i s} =


σY0 = N0(1 +

∑L
i=1 Aigi) H0

σY1 = N0(1 +
∑L

i=1(1 + γsi
)Aigi) H1.

(3.22)

Therefore, the average false alarm probability for the EGC case is given by

P fEGC
= P{Y ≥ λ|H0} =

∫ ∞

0

· · ·
∫ ∞

0

P{Y ≥ λ|H0, g1, · · · gL} · f(g1|H0) · · · f(gL|H0)dg1 · · · dgL

=

∫ ∞

0

· · ·
∫ ∞

0

1

Γ(mj)
Γ

(
mj,

mjλ

N0(1 +
∑L

i=1 Aigi)

)
· f(g1|H0) · · · f(gL|H0)dg1 · · · dgL.

(3.23)

The expression of P fEGC
in (4.16) cannot be evaluated straightforward. However, we

can rewrite this expression as the expectation over gi’s such that

P fEGC
= Eg1,··· ,gL {P{Y ≥ λ|H0, g1, · · · gL}} = Eg1,··· ,gL

{
1

Γ(mj)
Γ

(
mj,

mjλ

N0(1 +
∑L

i=1 Aigi)

)}
.

(3.24)

To simplify the computations of the above expectation, we define the following random

variable

R =
L∑
i=1

Aigi. (3.25)

Since each gi follows gamma distribution, the random variable, R, is a sum of mutually

independent gamma variates. Thus the expression of P fEGC
in (3.24) can be expressed
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as

P fEGC
=

∫ ∞

0

1

Γ(mj)
Γ(mj,

mjλ

N0(1 + r)
)fR(r)dr (3.26)

where, fR(r) is the PDF of the random variable R. The above integral can be evaluated

as described in Appendix A.3, yielding

P fEGC
=

[
L∏

j=1

(
− βj

Aj

)mj

]
L∑

j=1

mj∑
v=1

(−1)vbjv

mj−1∑
q=0

1

q!

(
mjλ

N0

)q ∞∑
n=0

(−1)nbnU(v; v+1−q−n;
βj

Aj

)

(3.27)

Similarly, the average detection probability can be expressed as

P dEGC
=

[
L∏

j=1

(
− βj

(1 + γsj
)Aj

)mj
]

L∑
j=1

mj∑
v=1

(−1)vbjv

mj−1∑
q=0

1

q!

(
mjλ

N0

)q

∞∑
n=0

(−1)nbnU(v; v + 1− q − n;
βj

(1 + γsj
)Aj

) (3.28)

where

bjv =

[
mj−v−1∑

j1=0

(
mj − v − 1

j1

)
B

mj−v−1−j1
j

j1−1∑
j2=0

(
j1 − 1

j1

)
Bj1−1−j2

j

j2−1∑
j3=0

(
j2 − 1

j1

)
Bj2−1−j3

j · · ·

]
∆j

(mj − v)!

where

∆j =
L∏
i=1︸︷︷︸
i ̸=j

(
βj

Aj

− βi

Ai

)mi (3.29)

43



and

Bt
j = (−1)t+1t!

L∑
i=1︸︷︷︸
i ̸=j

mj(
βj

Aj

− βi

Ai

)−(t+1). (3.30)

Over Rayleigh fading channels, P fEGCRay
and P dEGCRay

are evaluated by settingmj = 1

in (3.27) and (3.28)

P fEGCRay
= (−1)L+1

[
L∏

j=1

1

Ajgj

]
L∑

j=1

∆̃j

∞∑
n=0

(−1)nb̃nU(1; 2− n;
1

Ajgj
) (3.31)

and

P dEGCRay
= (−1)L+1

[
L∏

j=1

1

(1 + γsj
)Ajgj

]
L∑

j=1

∆̃j

∞∑
n=0

(−1)nb̃nU(1; 2− n;
1

(1 + γsj
)Ajgj

)

(3.32)

where, ∆̃j =
L∏
i=1︸︷︷︸
i̸=j

( 1
Ajgj

− 1
Aigi

). If the diversity paths have i.i.d Nakagami-m fading, then

the density function of R is a gamma density given by

fR(r) =
βLm

ALmΓ(Lm)
rLm−1e−

β
A
r (3.33)

Therefore, the average false alarm probability P f and the average detection probability

P d can be expressed as

P fEGC
=

βLm

ALm

m−1∑
q=0

1

q!

(
mλ

N0

)q ∞∑
n=0

(−1)nbnU(Lm;Lm+ 1− q − n;
β

A
) (3.34)
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P dEGC
=

βLm

((1 + γs)A)
Lm

m−1∑
q=0

1

q!

(
mλ

N0

)q ∞∑
n=0

(−1)nbnU(Lm;Lm+ 1− q − n;
β

(1 + γs)A
).

(3.35)

3.2.3 Convergence Acceleration

Theoretically, the infinite series
∑∞

n=0(−1)nbn that appears in the exact closed-form ex-

pressions converges as n → ∞. We observed that this series converges for relatively

small values of n when λ is small and, therefore, the infinite-series expressions can be

accurately computed. However, when λ becomes large (λ → ∞), P d as well as P f tend

to be very small (for instance, their values can be less than 10−3). Hence, to accurately

compute P d and P f , a large number of terms need to be evaluated. Specifically, the sum

of the infinite series requires the evaluation of bn over a large value of n. This shortcom-

ing can be avoided by using a convergence acceleration technique. Series acceleration is

used to improve the rate of convergence of infinite-series through sequence transformation

algorithms [109]. The technique has the potential to reach the series limit within some

accuracy using fewer terms than are required. Sequence transformation generates a new

sequence based on a partial sum Sn =
∑n

k=0(−1)kbk for n = 0, 1, · · · , N . The objective

is to estimate limn→∞Sn by using as few partial sums as possible.

One of the powerful algorithms suitable for this purpose is Wynn’s ε−algorithm [110]

which is a simple recursive scheme that builds a triangle array called epsilon array in

which each term of the sequence is determined by the three previous terms with the
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initial condition εn−1 = 0, εn0 = Sn

εnl+1 = εn+1
l−1 +

1

εn+1
l − εnl

, l = 0, 1, 2, · · · (3.36)

The algorithm repeatedly applies the recursive expression in (3.36) to estimate the con-

verging point of n while constantly adding adequate terms of
∑∞

n=0(−1)nbn to reach the

required accuracy. The sequence (εnl ) is called the lth column, and its construction can

be graphically represented as shown in Fig 3.1. The even columns converge faster to the

limit. In particular, the upsweeping diagonals converge very quickly to the limit. This

diagonal sequence (circled on Fig. 3.1) is the result of the ε−algorithm and is called the

accelerated sequence.

3.2.4 Approximated Analysis

Further to the acceleration algorithm, we propose new computational approach to derive

the average false alarm and the average detection probabilities. If Ai is assumed to

be high enough, an approximated expansion of the incomplete gamma function can be

used as follows: for a large Ai, we have (1 + γsi
)Aigi ≫ 1 and Γ(mi,

mi

N0(1+(1+γsi
)Aigi)

)

is approximated to Γ(mi,
mi

N0(1+γsi
)Aigi

), which can be expanded as (mi − 1)!e
mi

N0(1+γsi
)Aigi .

To show how this approximation alleviates the complexity of using the PDF-approach

in deriving P f and P d, we first derive an approximated close-form expression for P dSC
.
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Figure 3.1: Computation structure of Wynn’s ε -algorithm

Since the average detection probability is evaluated by averaging over the PDF of gmax,

for (1 + γSC)ASCg >> 1, we then get

P dSC
=

1

Γ(mSC)

∫ ∞

0

Γ(mSC ,
mSCλ

N0(1 + γSC)ASCg
)fGmax(g)dg. (3.37)

Substituting (A.5) for fGmax(g) and using the series summation Γ(m,x) = (m −

1)!e−x
∑m−1

n=0
xn

n!
, (3.37) becomes

P dSC
=

L−1∑
k=0

(−1)k

k!

L∑
j=1

β
mj

j

Γ(mj)

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

mn1−1∑
l1=0

· · ·
mnk

−1∑
lk=0

(
k∏

t=1

βlt
nt

lt!

)
mi−1∑
q=0

1

q!

(
mSCλ

N0(1 + γsSC
)ASC

)q

∫ ∞

0

gνkj−q−1e
− mSCλ

N0(1+γsSC
)ASCg

−µkjg
dg. (3.38)
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Using
∫∞
0

xv−1e−
β
x
−γxdx = 2

(
β
γ

) v
2
Kv(2

√
βγ) [105, Eq. 3.471.9], to evaluate the inte-

gral in (3.38), yields

P dSC
= 2

L−1∑
k=0

(−1)k

k!

L∑
j=1

β
mj

j

Γ(mj)

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

mn1−1∑
l1=0

· · ·
mnk

−1∑
lk=0

(
k∏

t=1

βlt
nt

lt!

)
mj−1∑
q=0

1

q!

(
mSCλ

N0(1 + γsSC
)ASC

) νkj+q

2
(

1

µkj

) νkj−q

2

Kνkj−q

(
2

√
mSCλµkj

N0(1 + γsSC
)ASC

)
(3.39)

where, Kv(.) is the v-order modified Bessel function of the second kind defined in [106, Eq.

9.6.22]. It is easily shown that the above expression does not have the infinite-series

term, and therefore, it provides a simple computational method to compute the average

detection provability.

For independent not identically distributed Rayleigh paths, we obtain

P dSCRay
= 2

L−1∑
k=0

(−1)k

k!

L∑
j=1

1

gj

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

√
λ

N0(1 + γsSC
)ASC µ̃kj

K1

(
2

√
λµ̃kj

N0(1 + γsSC
)ASC

)

(3.40)
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and for, i.i.d. Nakagami-m paths

P dSC
=

2βm

Γ(m)

L−1∑
k=0

(−1)k

k!

L∑
j=1

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

m−1∑
l1=0

· · ·
m−1∑
lk=0

(
k∏

t=1

βlt

lt!

)

m−1∑
q=0

1

q!

(
mλ

N0(1 + γs)A

) νk+q

2
(

1

µk

) νk−q

2

Kνk−q

(
2

√
mλµk

N0(1 + γs)A

)
.(3.41)

The approximation can be used in a similar way to derive the average detection

probability of the EGC scheme. Therefore, under independent not identically distributed

Nakagami-m paths we have

P dEGC
= 2

[
L∏

j=1

(
− βj

(1 + γsj
)Aj

)mj
]

L∑
j=1

mj∑
v=1

(−1)vbjv
Γ(v)

mj−1∑
q=0

1

q!

(
mjλ

N0

) v+q
2
(
(1 + γsj

)Aj

βj

) v−q
2

Kv−q

(
2

√
mjβjλ

N0(1 + γsj
)Aj

)
. (3.42)

and

P dEGCRay
= 2(−1)L+1

[
L∏

j=1

(
− 1

(1 + γsj
)Ajgj

)]
L∑

j=1

bj1

√
λ(1 + γsj

)Ajgj

N0

K1

(
2

√
λ

N0(1 + γsj
)Ajgj

)
. (3.43)

also, for i.i.d. Nakagami-m paths, we have

P dEGC
=

2βLm

((1 + γs)A)
Lm Γ(Lm)

m−1∑
q=0

1

q!

(
mλ

N0

)Lm+q
2
(
(1 + γs)A

β

)Lm−q
2

KLm−q

(
2

√
mβλ

N0(1 + γs)A

)
.(3.44)
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The same approximation approach can also be used to derive the approximated P fSC

and P fEGC
under the assumption Aigi ≫ 1.

To validate the accuracy of the approximation, we define

Ik =
m−1∑
q=0

1

q!

(
mλ

N0

)q ∫ ∞

0

(1 + (1 + γs)Ag)
−qgv−1e

− mλ
N0(1+(1+γs)Ag) e−µgdg. (3.45)

For (1 + γs)Ag >> 1, Ik in (3.45) can be approximated as

Ik ≈
m−1∑
q=0

1

q!

(
mλ

N0(1 + γs)A

)q ∫ ∞

0

gv−q−1e
− mλ

N0(1+γs)Ag e−µgdg. (3.46)

Using [105, Eq. 3.471.9], the above integral is evaluated as follows

Ik ≈ 2

(
mλ

N0(1 + γs)A

) v+q
2
(
1

µ

) v−q
2

Kv−q

(
2

√
mλµ

N0(1 + γs)A

)
(3.47)

It can be seen from the closed-form expressions derived for P f and P d in (3.15),

(3.16), (3.27), and (3.27) that all the finite sums can be calculated exactly and Ik is

the only approximated term in these expressions. Therefore, validating the computation

accuracy of Ik, inevitably validates the accuracy of the expressions given in (3.39)-(4.26).

In fact, validating Ik offers a simple mean to avoid performing multiple simulation tests

to validate each of the derived approximated expressions individually. In section III, the

accuracy of this approximation is numerically verified by simulation results generated

through the Monte Carlo test.
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3.3 Performance Evaluation

To validate the accuracy of the derived closed-form expressions, we assume that L sec-

ondary users are deployed in a centralized CR network. The sensing and the relay-

ing channels are assumed to be subjected to independent not identically distributed

Nakagami-m fading. An upper bound of P f < 0.1 is considered for the selection of

decision threshold. This upper bound is recommended in the literature as well as IEEE

802.22 standard [107]. The noise variance N0 is set to a unity (0 dB).

To determine the number of terms N required to evaluate the infinite-series expres-

sions derived for P d in (3.16) and (3.28), we list in table 3.1 the minimum number of

terms required to evaluate these expressions for the given values of the threshold deci-

sion, λ. As can be seen, the infinite series converges with fewer number of terms for

small λ and an accuracy up to four decimal points is obtained. However, as λ increases,

the infinite series diverges and unbounded values of the average detection probability are

observed. Clearly, for large λ a large number of sum up terms is required to evaluate

P d using the exact expressions in (3.16) and (3.28) and it is more appropriate to use the

approximated expressions in (3.39) and (3.42) due to their computational simplicity.

Table 3.1: Converging point required to evaluate P d for SC and EGC schemes. L = 3,
m = 3

Converging Point (n)
λ = 20 λ = 40 λ = 60 λ = 80 λ = 100

SC Scheme, Equation(3.16) 9 23 42 69 102
EGC Scheme, Equation(3.28) 5 16 32 50 69
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Using a large number of terms to evaluate the infinite series,
∑∞

n=0(−1)nbn, signifi-

cantly slows down the convergence rate. Therefore, when λ becomes large, it is necessary

to use the ε-algorithm to improve the convergence rate. Table 3.2 illustrates the number

of terms required to evaluate P d with an accuracy of up to four decimal points using the

ε−algorithm to accelerate (3.16) and (3.28). We observed that the use of ε− algorithm

dramatically reduces the points of convergence N and highly improves the convergence

rate.

To validate the accuracy of the approximated expression, we plot in Fig. 3.2, Ik versus

λ for P = 0, 5, 10, and 20 dB. In this figure, the analytical results obtained from the Ik

definition given in (3.47) are compared to Monte Carlo simulations generated over 100,000

iterations to evaluate the integral-form expression given in (3.45). Obviously, for large

λ the analytical results match well with the simulation results and an accuracy of four

decimal points is achieved for λ > 15 with all the power constraint scenarios. For small

λ the few number of terms required to evaluate
∑∞

n=0(−1)nbn makes the infinite-series

expressions more appropriate to compute P f and P d due to their high accuracy. It is also

observed that the analytical and the the simulation curves become closer to each other as

the power constraint increases which comes from the fact that the errors resulting from

Table 3.2: Converging point required to evaluate (3.16) and (3.28) with ε -algorithm.
L = 3, m = 3

Converging Point (n)
λ = 20 λ = 40 λ = 60 λ = 80 λ = 100

SC Scheme, Equation(3.16) 8 12 16 19 22
EGC Scheme, Equation(3.28) 3 7 10 13 16
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approximating N0(1 + (1 + γsi
)Ai) into N0(1 + γsi

)Ai decrease as P increases.

In Fig. 3.3 we compare the analytical results obtained for P d using the exact expres-

sions in (3.16) and (3.28) and the approximated expressions in (3.39) and (3.42) to Monte

Carlo simulation results obtained over 100,000 iterations. Generally, the analytical re-

sults match well with the simulated ones for both schemes. However,as λ increases, the

infinite sum requires the evaluation of
∑∞

n=0(−1)nbn over large n. Having an insufficient

number of terms to evaluate
∑∞

n=0(−1)nbn results in larger convergence errors which

explains the slight divergence of the exact curve of the SC scheme from the simulation

curve as λ increases. Compared with the EGC scheme, the approximated curve of the

SC scheme shows a wider mismatch with the simulated one specifically, at small λ This

mismatch is expected as the approximation errors in the case of EGC scheme are less

than that of the SC scheme.

In Fig. 3.4, we describe the receiver’s performance through its complementary receiver

operating characteristic (ROC) curves. The performance of the proposed AF approach

is evaluated using the expression given in (3.28) and compared with a DF approach

for different channel conditions. For the DF approach, a false alarm probability and a

detection probability are computed at each CR user by Pfi = Γ(mi,
miλi

N0
)/Γ(mi) and

Pdi = Γ(mi,
miλi

N0(1+γsi
)
)/Γ(mi), respectively. Where, λi is the local decision threshold. The

cooperative decision is then computed at the fusion center using a logic-based OR-rule.

A similar approach is introduced in [29]. The figure illustrates that the AF approach

outperforms the DF approach for the selected values of the fading parameter m. The
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AWGN case is also plotted for comparison purposes. AWGN channels are frequently

assumed in literature to investigate the energy detection performance [24, 46, 48, 111].

Clearly, such an assumption overestimates the detection accuracy as can be seen from

the plotted curves.

In Fig. 3.5, we plot the detection probability of the SC scheme (dot-line curves) and

the EGC scheme (solid-line curves) for deferent values of the sensing channel average

SNR, γs. The average detection probability of the SC and EGC schemes are computed

using the exact expressions given in (3.16) and (3.28), respectively. There is an obvious

improvement in the performance of both combining schemes with each step of 5 dB

increase in γs from -10 dB to 10 dB. The figure shows that the EGC scheme outperforms

the SC scheme for all the selected values of γs. For low SNR applications, it is more

appropriate to the EGC schemes due to the significant difference in its performance

compared to the SC scheme as can be seen from the plotted curves.

Fig. 3.6 shows that the detection accuracy is significantly improved by increasing the

power constraint, P . The average detection probability is plotted for three Nakagami-m

fading scenarios with the case m = 1 corresponding to Rayleigh fading. For m = 6, a

value of P d > 0.9 is achieved when P increases to 8 dB. This matches the target value

of P d = 0.9 which is frequently used in literature as a lower bound to the detection

probability [107]. This target value is also achieved for other m scenarios but with higher

power constraints. The high performance achieved with higher values of the fading

parameter, m, refers to the fading severity inversely proportional with m. Furthermore,
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the EGC scheme shows a better performance compared to the SC scheme, specifically at

the low power region. Roughly, a gain of 3 dB is achieved within the range 3 to 10 dB

of the power constraint for m = 3 when the combiner is switched from the SC scheme to

the EGC scheme, yet the SC performance becomes very close to the EGC performance

at higher values of m. Beyond the target value, the curves slow down as P d approaches

unity. Thus, there is no need to increase the transmission power to push P d beyond this

target value, since the higher transmission power leads to a higher interference level that

may affect the operation of the primary network.

To demonstrate the importance of the diversity reception, we plot P d versus P in

Fig. 3.7 for a different number of cooperative users. The expressions of P d given in (3.16)

and (3.28) are used with the number of diversity branches varies from 1 to 4. The case

of L = 1 corresponds to the no-diversity scenario. Observe, that for the no-diversity

case, the curve of the EGC scheme coincides with that of the SC schemes. The plotted

curves indicate that a higher diversity gain is achieved when the number of cooperative

users increases. For instance, with L = 4 users, the EGC receiver achieves P d > 0.9 with

8 dB less than the no-diversity case while the SC scheme achieves 3 dB gain with the

same number of cooperative users. For the dual branch case, a gain of 4 dB is achieved

with the EGC scheme and 2 dB with the SC scheme. Furthermore, the EGC scheme

outperforms the SC scheme for all the investigated scenarios.

57



0 2 4 6 8 10 12 14 16 18 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P, dB

A
ve

ra
ge

 d
et

ce
tio

n 
pr

ob
ab

ili
ty

, P
d

 

 

EGC, m=1
SC, m=1
EGC, m=3
SC, m=3
EGC, m=6
SC, m=6

Figure 3.6: Average detection probability vs. relay maximum transmitting power, P.
L = 3, λ = 20, γs = 0 dB

0 5 10 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P, dB

A
ve

ra
ge

 d
et

ce
tio

n 
pr

ob
ab

ili
ty

, P
d

 

 

EGC, L=1
SC, L=1
EGC, L=2
SC, L=2
EGC, L=4
SC, L=4

Figure 3.7: Average detection probability vs. relay power constraint, P. m = 3, λ = 20,
γs = 0 dB

58



Chapter 4

Detect-Amplify-and-Forward

Strategy over Non-Identical Fading

Channels

4.1 Introduction

This chapter presents a DAF strategy for relay-based CR networks and investigates its

performance over independent non-identically distributed Nakagami-m fading. We aim

to mitigate the problem of bandwidth requirements which arises due to reporting real

measurements to the fusion center. New exact and approximated closed-form expressions

for average detection probability and average false alarm probability are derived for the

proposed DAF-based CSS models. The study quantifies the performance of the energy
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detector using detection probability as the main performance measure.

4.2 Spectrum Sensing Model

A centralized CR network with L active secondary users is considered. The cooperative

decision is assumed to be made by a fusion center. The spectrum sensing phase consists

of two time slots. In the first slot, all the CRis listen to the primary user signal over

the shared spectrum band, and in the second slot, each CR performs a local detection

based on the signal received in the first slot. If the decision is that no primary’s signal

is detected, the CR keeps quiet during the second slot [111]. Otherwise, If the primary’s

signal is detected, the CR amplifies the received signal and relays to the fusion center by

the maximum transmission power constraint. We assume that CSI is available for all the

relays. Also, the fusion center has a full knowledge of CSI, i.e., it can acquire the global

knowledge of sensing and relaying channel gains.

4.2.1 Single-Relay System

According to the DAF strategy, each CR user performs a local detection and makes its

own decision θ̂i regarding the primary user status. Then, if θ̂i = 1, the CR user amplifies

and relays its local sensing to the fusion center. Otherwise, it keeps quiet if θ̂i = 0.

Accordingly, the signal received at the fusion center over the ith relaying link takes the
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form [21]

yi = θ̂ihri(
√
Ai(θhsixp + nsi)) + nri = θθ̂i

√
Aihrihsixp + θ̂i

√
Aihrinsi + nri

(4.1)

and

E{Yi|g} =


σYi0

= N0(1 + θ̂iAig) H0

σYi1
= N0(1 + θ̂i(1 + γsi

)Aig) H1.

(4.2)

Now, the false alarm probability for a given g can be expressed as

PDAF
fi|g = P{Yi ≥ λ|H0, g} = P{Yi ≥ λ|θ̂i = 1, H0} · P{θ̂i = 1|H0}

+P{Yi ≥ λ|θ̂i = 0, H0} · P{θ̂i = 0|H0}

= Pfi · P{Yi ≥ λ|θ̂i = 1, H0}+ (1− Pfi) · P{Yi ≥ λ|θ̂i = 0, H0}. (4.3)

Similarly, the detection probability can be expressed as

PDAF
di|g = P{Yi ≥ λ|H1, g} = P{Yi ≥ λ|θ̂i = 1, H1} · P{θ̂i = 1|H1}

+P{Yi ≥ λ|θ̂i = 0, H1} · P{θ̂i = 0|H1}

= Pdi · P{Yi ≥ λ|θ̂i = 1, H1}+ (1− Pdi) · P{Yi ≥ λ|θ̂i = 0, H1}. (4.4)

From (4.1) and (4.3), the PDF of Yi under hypothesis H0 denoted by fYi|H0(y) for a
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given g is given by

fYi|H0(y) = fYi|H0,θ̂i=0(y) · P{θ̂i = 0|H0}+ fYi|H0,θ̂i=1(y) · P{θ̂i = 1|H0}

=

θ̂i=1∑
θ̂i=0

P θ̂i
fi
(1− Pfi)

1−θ̂i

(
mi

σYi0

)mi

1

Γ(mi)
ymi−1e

(
− mi

σYi0

)
y

, y ≥ 0. (4.5)

Similarly, From (4.1) and (4.4), the PDF of Yi under hypothesis H1 denoted by

fYi|H1(y) for a given g is given by

fYi|H1(y) = fYi|H1,θ̂i=0(y) · P{θ̂i = 0|H1}+ fYi|H1,θ̂i=1(y) · P{θ̂i = 1|H1}

=

θ̂i=1∑
θ̂i=0

P θ̂i
di
(1− Pdi)

1−θ̂i

(
mi

σYi1

)mi

1

Γ(mi)
ymi−1e

(
− mi

σYi1

)
y

, y ≥ 0. (4.6)

Then the average false alarm probability P
DAF

fi
can be evaluated using the channel

statistic given in (3.7) as follows

P
DAF

fi
=

∫ ∞

0

P{Yi > λ|H0, g}fGi
(g)dg

=

θ̂i=1∑
θ̂i=0

P θ̂i
fi
(1− Pfi)

1−θ̂i

∫ ∞

0

1

Γ(mi)
Γ(mi,

miλ

σYi0

)fGi
(g)dg

=

θ̂i=1∑
θ̂i=0

P θ̂i
fi
(1− Pfi)

1−θ̂i

∫ ∞

0

1

Γ(mi)
Γ(mi,

miλ

N0(1 + Aig)
)fGi

(g)dg. (4.7)

Note that, a false alarm means a relaying state under H0 hypothesis. In the case,

θ̂i = 1 and σYi0
|H0,θ̂i=1 = N0(1 + Aig) as can be seen in the expression given in (4.7).

For computational simplicity, let Pi|H0 = P θ̂i
fi
(1−Pfi)

1−θ̂i , then in a similar way to derive
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P
AF

fi
, P

DAF

fi
can be mathematically expressed as

P
DAF

fi
=

θ̂i=1∑
θ̂i=0

Pi|H0

(
βi

Ai

)mi mi−1∑
q=0

(
miλi

N0

)q
1

q!

∞∑
n=0

(−1)nbnU(mi;mi +1− q−n;
βi

Ai

). (4.8)

Similarly, the average detection probability P
DAF

di
can be expressed as

P
DAF

di
=

θ̂i=1∑
θ̂i=0

Pi|H1

(
βi

(1 + γsi
)Ai

)mi mi−1∑
q=0

(
miλi

N0

)q
1

q!

∞∑
n=0

(−1)nbnU(mi;mi+1−q−n;
βi

(1 + γsi
)Ai

)

(4.9)

where, Pi|H1 = P θ̂i
di
(1− Pdi)

1−θ̂i

4.2.2 Multi-Relay System

In this section, we consider the DAF strategy in a multi-relay system. Each CR inde-

pendently makes its own decision then amplifies and forwards to the fusion center only

when it claims the activity of the primary user. The fused signal can be expressed as

y =
L∑
i=1

θ̂i
√

Aihri(θhsixp + nsi) + nri = θi

L∑
i=1

θ̂i
√
AihrihsixP +

L∑
i=1

θ̂i
√

Aihrinsi + nri .

(4.10)

From (4.10), for given gi’s, the mean value of Y can be expressed as

E{Y |g ,
i s} =


σY0 = N0(1 +

∑L
i=1 θ̂iAigi) H0

σY1 = N0(1 +
∑L

i=1(1 + γsi
)θ̂iAigi) H1.

(4.11)

Using (4.11), the PDF of Y under the hypothesis H0 denoted by fY |H0(y) for given
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gi’s can be written as

fY |H0(y) = fY |H0,θ̂1=0,··· ,θ̂L=0(y) · P{θ̂1 = 0, · · · , θ̂L = 0|H0}+ · · ·

+fY |H0,θ̂1=1,··· ,θ̂L=1(y) · P{θ̂1 = 1, · · · , θ̂L = 1|H0}

=

θ̂1=1∑
θ̂1=0

· · ·
θ̂L=1∑
θ̂L=0

L∏
i=1

P θ̂i
fi
(1− Pfi)

θ̂i

(
mi

σY0

)mi 1

Γ(mi)
ymi−1e

(
− mi

σY0

)
y
, y ≥ 0

(4.12)

and the PDF of Y under H1 denoted by fY |H1(y) can be written as

fY |H1(y) = fY |H1,θ̂1=0,··· ,θ̂L=0(y) · P{θ̂1 = 0, · · · , θ̂L = 0|H1}+ · · ·

+fY |H1,θ̂1=1,··· ,θ̂L=1(y) · P{θ̂1 = 1, · · · , θ̂L = 1|H1}

=

θ̂1=1∑
θ̂1=0

· · ·
θ̂L=1∑
θ̂L=0

L∏
i=1

P θ̂i
di
(1− Pdi)

θ̂i

(
mi

σY1

)mi 1

Γ(mi)
ymi−1e

(
− mi

σY1

)
y
, y ≥ 0.

(4.13)

Obviously, each of fY |H0(y) and fY |H1(y) consists of 2
L cases that relate to the decisions

θ̂i’s as can be seen from (4.12) and (4.13), respectively. We define θ̂j = [θ̂j1, · · · , θ̂
j
L] to

denote the decision vector of the jth case, j ∈ [1, 2L]. It is clear that fY |H0(y) and fY |H1(y)

can be written as a combination of Nakagami-m distributions, which is composed of 2L

sub-populations in proportions
∏L

i=1 P
j
i (
∏L

i=1 P1
i +
∏L

i=1 P2
i +
∏L

i=1 P3
i +· · ·+

∏L
i=1 P2L

i = 1)
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as follows

fY |H0(y) =
2L∑
j=1

L∏
i=1

Pj
i|H0

(
mi

σY0

)mi 1

Γ(mi)
ymi−1e

(
− mi

σY0

)
y
, y ≥ 0 (4.14)

fY |H1(y) =
2L∑
j=1

L∏
i=1

Pj
i|H1

(
mi

σY1

)mi 1

Γ(mi)
ymi−1e

(
− mi

σY1

)
y
, y ≥ 0 (4.15)

where, Pj
i|H0

= P
θ̂ji
fi
(1− Pfi)

1−θ̂ji and Pj
i|H1

=
∏L

i=1 P
θ̂ji
di
(1− Pdi)

1−θ̂ji denote the occurrence

probability of the jth case under H0 and H1, respectively. Therefore, the average detec-

tion probability P
DAF

f , can be evaluated by averaging over all the possible relaying links

using fG(g) given in (3.7)

P
DAF

f = P{Y ≥ λ|H0} =

∫ ∞

0

· · ·
∫ ∞

0︸ ︷︷ ︸
i=1,··· ,L,θ̂ji ̸=0

P{Y ≥ λ|H0, g1, · · · gL} · f(g1|H0) · · · f(gL|H0)dg1 · · · dgL

=
2L∑
j=1

[
L∏
i=1

Pj
i|H0

]∫ ∞

0

· · ·
∫ ∞

0︸ ︷︷ ︸
i=1,··· ,L,θ̂ji ̸=0

1

Γ(mi)
Γ(mi,

miλ

N0(1 +
∑L

k=1,θ̂jk ̸=0 Akgk)
)f(g1|H0) · · · f(gL|H0)

dg1 · · · dgL. (4.16)

In a similar way to P
AF

f derivation, we define the following random variable,

R =
L∑

k=1,θ̂jk ̸=0

Akgk. (4.17)

65



Therefore, the expression of P
DAF

f in (4.16) can be expressed as,

P
DAF

f =
2L∑
j=1

[
L∏
i=1

Pj
i|H0

]∫ ∞

0

1

Γ(mi)
Γ(mi,

miλ

N0(1 + r)
)fR(r)dr. (4.18)

Using the same steps as in Appendix A.3, fR(r), can be expressed as

fR(r)=

 L∏
l=1,θ̂jl ̸=0

(− βl

Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbivr
v−1e

− mi
giAi

r

(v − 1)!
. (4.19)

Substituting (4.19) into (4.18) yields

P
DAF

f =
2L∑
j=1

[
L∏
i=1

Pj
i|H0

] L∏
l=1,θ̂jl ̸=0

(− βl

Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiν
(mi − v)!

1

Γ(mi)

∫ ∞

0

Γ(mi,
miλ

N0(1 + r)
)

rv−1e
− βi

Ai
r
dr. (4.20)

Following the same steps in Appendix B.1 to evaluate the above integral, (4.20)

becomes,

P
DAF

f =
2L∑
j=1

[
L∏
i=1

Pj
i|H0

] L∏
l=1,θ̂jl ̸=0

(− βl

Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiv

mi−1∑
q=0

1

q!

(
miλ

N0

)q

∞∑
n=0

(−1)nbnU(v; v + 1− q − n;
βi

Ai

). (4.21)
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Similarly, the average detection probability can be expressed as

P
DAF

d =
2L∑
j=1

[
L∏
i=1

Pj
i|H1

] L∏
l=1,θ̂jl ̸=0

(− βl

(1 + γsl
)Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiv

mi−1∑
q=0

1

q!

(
miλ

N0

)q

∞∑
n=0

(−1)nbnU(v; v + 1− q − n;
βi

(1 + γsi
)Ai

). (4.22)

For Rayleigh fading channels, P
DAF

fRay
and P

DAF

dRay
are evaluated by setting mi = 1, i =

1, · · · , L in (4.21) and (4.22)

P
DAF

fRay
= (−1)

∑L

k=1,θ̂
j
i
̸=0

k+1
2L∑
j=1

[
L∏
i=1

Pj
i|H0

] L∏
l=1,θ̂jl ̸=0

1

Algl

 L∑
i=1,θ̂ji ̸=0

∆̃i

∞∑
n=0

(−1)n+1b̃nU(1; 2− n;
1

Aigi
)

(4.23)

and

P
DAF

dRay
= (−1)

∑L

k=1,θ̂
j
i
̸=0

k+1
2L∑
j=1

[
L∏
i=1

Pj
i|H1

] L∏
l=1,θ̂jl ̸=0

1

(1 + γsl
)Algl

 L∑
i=1,θ̂ii ̸=0

∆̃i

∞∑
n=0

(−1)n+1b̃n

U(1; 2− n;
1

(1 + γsi
)Aigi

). (4.24)

4.2.3 Approximated Analysis

Similar to AF strategy, we propose new computational approach to avoid seeing the

infinite series in the closed-form expressions derived for the average false alarm probability

and the average detection probability. If the value of Ai is assumed to be high enough,

then we have Aig ≫ 1 and (1 + γsi
)Aig ≫ 1. In the following equations, we present the
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approximated closed-form expressions derived for the average false alarm probability and

the average detection probability.

P
DAF

f = 2
2L∑
j=1

[
L∏
i=1

Pj
i|H0

] L∏
l=1,θ̂jl ̸=0

(− βl

Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiv
Γ(v)

mi−1∑
q=0

1

q!

(
miλ

N0

) v+q
2
(
Ai

βi

) v−q
2

Kv−q

(
2

√
miβiλ

N0Ai

)
. (4.25)

P
DAF

d = 2
2L∑
j=1

[
L∏
i=1

Pj
i|H0

] L∏
l=1,θ̂jl ̸=0

(− βl

(1 + γsl
)Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiv
Γ(v)

mi−1∑
q=0

1

q!

(
miλ

N0

) v+q
2

(
(1 + γsi

)Ai

βi

) v−q
2

Kv−q

(
2

√
miβiλ

N0(1 + γsi
)Ai

)
. (4.26)

P
AF

fRay
= 2(−1)

∑L

k=1,θ̂
j
i
̸=0

k+1
2L∑
j=1

[
L∏
i=1

Pj
i|H0

] L∏
l=1,θ̂jl ̸=0

1

Algl

 L∑
i=1,θ̂ji ̸=0

∆̃i

√
λAigi
N0

K1

(
2

√
λ

N0Aigi

)
.

(4.27)

P
AF

dRay
= 2(−1)

∑L

k=1,θ̂
j
i
̸=0

k+1
2L∑
j=1

[
L∏
i=1

Pj
i|H0

] L∏
l=1,θ̂jl ̸=0

1

(1 + γsl
)Algl

 L∑
i=1,θ̂ji ̸=0

∆̃i

√
λ(1 + γsi

)Aigi
N0

K1

(
2

√
λ

N0(1 + γsi
)Aigi

)
(4.28)

Proof: See Appendix B.2.
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4.3 Performance Evaluation

To validate the accuracy of the derived closed-form expressions and to quantify the

performance of the proposed CR network approach, several analytical and numerical

simulations are performed with variety of diversity combinations. The noise variance N0

as well as Ei is set to be unity (0 dB) and an upper bound of Pfi ≤ 0.1 and a lower

bound of Pdi ≥ 0.9 are considered. In Fig. 4.1, analytical results of the exact and the ap-

proximated closed-form expressions of P
DAF

d given in (4.22) and (4.26), respectively, are

verified by Monte Carlo simulations generated over 100,000 iterations. The Monte Carlo

simulations are set to calculate numerically the expression given in (B.1). As can be seen,

the analytical results of the exact closed-form expression match well with the simulation

results and an accuracy of four decimal points is achieved for λ < 15. Therefore, for

small λ’s, the exact infinite-series closed-form expressions can be used to compute the

average detection probability. The small number of terms required to evaluate the infinite

series at small λ’s makes those expressions more appropriate in this case. However, when

λ becomes large, more terms are required to be summed to evaluate the infinite series∑∞
n=0(−1)nbn. Therefore, for large λ’s, it is more appropriate to use the approximated

expressions for computing P
DAF

d due to their computational simplicity. In Fig. 4.2, the

ROC curves of the energy detector are plotted for variety of diversity paths. The curves

are plotted for probability of missed detection (1−P d) versus probability of false alarm.

Equations (4.21) and (4.22) are used to compute the average false alarm probability and

the average detection probability, respectively. A close observation of Fig. 4.2 shows that

69



0 5 10 15 20 25 30 35 40
10

−4

10
−3

10
−2

10
−1

10
0

λ

A
ve

ra
ge

 d
et

ec
tio

n 
pr

op
ab

ili
ty

, P
d

 

 

Exact (eq. 4.22)
Approximated (eq. 26) 
Simulation

Figure 4.1: Comparison of analytical results of expressions (4.22) and (4.26) with Monte
Carlo simulations for L = 3, m = 2, P = 5 dB, and γs = 0 dB.
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Figure 4.2: ROC curves of the energy detector with m = 2, P = 5 dB, and γs = 0 dB.
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the performance of the energy detector significantly improved when the the number of

cooperative users increases. The case with L = 1 corresponds to the no-diversity sce-

nario (single-relay system). The AWGN case is plotted for comparison purposes. AWGN

channels are frequently assumed in the literature to investigate the energy detection per-

formance. Clearly, such assumption over estimates the detection accuracy as can be seen

from the plotted curves. To compare the performance of the diversity system between

AF and DAF strategies, we plot in Fig. 4.3, P
AF

d and P
DAF

d for different number of

cooperative users. It is obviously seen that the detection accuracy is greatly improved

when the number of cooperative users increases for both strategies. Moreover, the DAF

strategy performs better than the AF strategy for all the diversity scenarios. This can be

explained by considering that only cooperative users with reliable detection probability

are allowed to forward their local measurements to the fusion center. The difference

in the performance of the DAF and AF strategies becomes more distinguishable as the

number of cooperative users increases. Obviously, the system performance, deteriorates

if the number of the heavily faded users becomes large enough to induce a missed de-

tection in the final decision. In Fig. 4.4, the average detection probability is plotted for

three Nakagami-m fading scenarios with the case m = 1 corresponds to Rayleigh fading.

The high performance achieved with higher values of m refers to the fact that the fading

severity is inversely proportional with the fading parameter, m. Furthermore, the DAF

strategy shows a better performance compared to the AF strategy, specifically at sever

fading environments. Fig. 4.5 shows that the detection accuracy is significantly improved
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Figure 4.3: Detection performance of AF and DAF strategies for different diversity sce-
narios with m = 2, P = 5 dB, and γs = 0 dB.
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Figure 4.4: Detection performance of AF and DAF strategies for different fading scenarios
with L = 3, P = 5 dB, and γs = 0 dB.
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Figure 4.5: Detection performance of AF and DAF strategies for different power con-
straints with λ = 5, m=2, and γs = 0 dB.

by increasing the relay power constraint, P . The DAF strategy shows a better perfor-

mance compared to the AF strategy for all the selected values of the power constraint.

Clearly, refraining the heavily faded relays improves the detection accuracy and explains

the reason why DAF strategy outperforms the AF strategy in the all suggested scenarios.

Yet, the AF performance becomes very close to the DAF performance at higher values

of P . A target value of P d > 0.9 is achieved with P = 10 dB for L = 3 and with P = 13

dB for L = 1. This indicates, a gain of 3 dB can be achieved by switching from the a

non-cooperative case to a cooperative case with L = 3 users. Beyond the target value,

the curves slow down as P d approaches unity. Thus, there is no need to increase the

transmission power to push P d beyond this target value, since the higher transmission

power leads to a higher interference level that may affect the operation of the primary

network.
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Chapter 5

End-to-End Performance over

Rayleigh Fading Channels

5.1 Introduction

In this chapter, we incorporate sensing time and end-to-end channel statistics into the

performance analysis of cooperative CR networks. First, a closed form expression for the

PDF of the end-to-end SNR is obtained then, a closed-form expression for the average

detection probability for high SNR applications is derived.

5.2 Spectrum Sensing Model

We assume that the sensing links as well as the reporting links are to be subjected to

i.i.d Rayleigh fading and having identical average SNRs, which we denote as γs and
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γr, respectively. The additive Gaussian noise of the sensing and relaying channels are

are assumed to be i.i.d white Gaussian random processes with zero means and unit

variances. Each CR acts as CSI-assisted relay and the fusion center is assumed to have a

full knowledge of the CSI, i.e., it can acquire the global knowledge of sensing and relaying

channel gains.

It is known that a sample function, of duration T , of a process which has a bandwidth

W is described by a set of sample values 2TW in number which is assumed to be an

integer for simplicity [81]. By means of a sampling plan, the energy of the signal sensed by

the ith CR denoted by Yi can be viewed as a sum of squares of statistically independent

Gaussian random variables having zero means and unity variances [81]. It is then Yi

follows a chi-square distribution with 2TW degrees of freedom [30]. Therefore, over the

ith link, Pdi can be expressed as

Pdi = P{Yi > λi|H1} = Qu(
√
aγei ,

√
λi) (5.1)

where, γei is the instantaneous end-to-end SNR, u = 2TW is the degree of freedom

assumed to be an integer number for simplicity, and Qu(., .) denotes the generalized

Marqum-Q function defined in [112, Eq.12] as Qu(α, β) =
∫∞
β

xue−
x2+α2

2 Iu−1(αx) dx,

where Iu−1(.) denotes the modified Bessel function of (u− 1)th order.
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5.2.1 End-to-End Cooperative Spectrum Sensing Model

A selection combining technique which selects the branch that has the maximum SNR

among all the diversity branches using a simple receiver structure is implemented for the

end-to-end performance. The average detection probability, P d, is evaluated over the

distribution of the end-to-end SNR, γe. From (3.5), the end-to-end SNR of the ith link,

γei , under H1 hypothesis can be expressed as

γei =
[hri

√
Ai]

2Ei

[(hri

√
Ai)2 + 1]u

(5.2)

where, the noise variance in (3.5), N0, is assumed unity. Substituting Equation (3.6) in

Equation (5.2), leads to γei given by

γei =
γsiγri

γsi + γri + 1
(5.3)

where, γsi = Ei/u and γri = h2
ri
Pi/u are the per-hop SNR of the ith sensing channel

and the ith reporting channel, respectively. The expression given in (5.3) is not easily

tractable. Fortunately, it is found to be tightly bounded by [70]

γei =
γsiγri

γsi + γri
(5.4)

which is mathematically tractable. Under fading conditions, the average detection proba-

bility, P d, is evaluated by averaging equation (5.1) over the distribution of the end-to-end

76



SNR, fΓe(γ)

P d =
∫∞
0

Qu(
√
aγ,

√
λ)fΓe(γ)dγ. (5.5)

Deriving the average detection probability is the most crucial part in this analysis

for two reasons [113]: i) it requires one to obtain the end-to-end statistics of the dual-

hop relay-based cooperative system, and ii) it depends on the general methods used to

evaluate integrals involving the generalized Marcum-Q function [114]. Over Rayleigh

fading, the instantaneous SNR, γj, j = s, r follows an exponential PDF given by

fΓj
(γ) =

1

γj

e
− γ

γj , γ ≥ 0 (5.6)

where, γj denotes the per-hop average SNR. It is obvious from (5.4) that γei expression

is related to a harmonic mean3of two exponential random variables [70]. For a general

case, we define the random variable Xj ∼ ε(βj), (j = s, r), where the parameter βj =
1
γj
.

The PDF of Xj is already derived in [70]

fX(x) =
1

2
βsβrxe

− x
2(βs+βr)

[
βs + βr√

βsβr

K1

(
x
√

βsβr

)
+ 2K0

(
x
√

βsβr

)]
U(x) (5.7)

and the CDF is given by

FX(x) = 1− βsβrxe
− x

2(βs+βr)K1

(
x
√
βsβr

)
(5.8)

3The harmonic mean of two variables X1 and X2, is given by X = mH(X1, X2) =
2X1X2

X1+X2
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where, U(.) is the unit step function, K0(.) is the zeroth-order modified Bessel function of

the second kind defined in [106, Eq. 9.6.21], and K1(.) is the first-order modified Bessel

function of the second kind defined in [106, Eq. 9.6.22]. For L independent inputs, the

output of the selection combining receiver is expressed as: Xmax = max(X1, X2, · · · , XL).

Using the ordered statistics given in [115, Sec. 7.1], the PDF of the combined output can

be written as

fXmax(x) =
Lβsβr

2

[[
1− x

√
βsβre

− x
2(βs+βr)K1

(
x
√

βsβr

)]L−1

xe−
x

2(βs+βr)[
βs + βr√

βsβr

K1

(
x
√

βsβr

)
+ 2K0

(
x
√
βsβr

)]]
. (5.9)

Applying the Binomial theorem, equation (5.9) can be written as

fXmax(x) =
Lβsβr

2

[[
L−1∑
k=0

(
L− 1

k

)
(−1)ke−

kx
2(βs+βr)xk(

√
βsβr)

k
(
K1

(
x
√

βsβr

))k]

xe−
x

2(βs+βr)

[
βs + βr√

βsβr

K1

(
x
√

βsβr

)
+ 2K0

(
x
√
βsβr

)]]
.

(5.10)

Equation (5.10) is not easily tractable when it is required to evaluate integrals in-

volving the generalized Marcum-Q function. Fortunately, the Bessel function K1(x
√
β)

appearing in fXmax(x) can be approximated to a single polynomial term as the scale

factor β = βsβr → 0+ which is the case when the value of the average SNR is high. It

has been shown that at high SNR applications, the system performance is determined
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by the behavior of fXmax(β) close to β = 0 [116]. In the following, we will employ this

approximation to derive the PDF of the end-to-end SNR as well as the average detection

probability of the proposed relay-based cooperative approach.

Theorem: For a high SNR system, the PDF of the combined signal is given by

fΓmax(γ) =
L

γsγr

L−1∑
k=0

(
L− 1

k

)
(−1)ke

− (k+1)γsγr
γs+γr

γ

[
(γs + γr) + 4γK0(γ

2√
γsγr

)

]
.(5.11)

Proof : See Appendix C.1.

Corollary 1 : Based on equation (5.11), the average detection probability, P d, is given

by,

P d =
L

γsγr

L−1∑
k=0

(
L− 1

k

)
(−1)k

[
2(γs + γr)

p
e−

λ
2

[(
p+ a

a

)u−1
(
e

λa
2(p+a) −

u−2∑
n=0

1

n!

(
λa

2(p+ a)

)n
)

+
u−2∑
n=0

1

n!

(
λ

2

)n
]
+

4

Γ(u)

(√
a

2

)u−1 N∑
i=1

Ψi

(
ti +

√
λ
)u−1

c2 − d2[
c√

c2 − d2
ln

(
c

d
+

√( c
d

)2
− 1

)
− 1

]]
. (5.12)

Proof : See Appendix C.2.

An efficient performance metric used to quantify the impact of fading is the Amount

of Fading (AoF). AoF is useful in capturing the variations of the received SNR caused by

the poor fading conditions. Since the diversity combining techniques are introduced to

combat the SNR fluctuations, AoF is the appropriate performance measure to accurately

reflect the behavior of the these techniques and quantify their detection reliability. AoF
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can be expressed in terms of the first and second moments of the end-to-end SNR, γe, as

follows

AoF =
E(γ2

e )− [E(γe)]
2

[E(γe)]2
(5.13)

where, E(.) denotes the expected value and the term E(γ2
e )−[E(γe)]

2 denotes the variance

of γe.

Corollary 2 : Based on equation (5.11), MGF of the end-to-end SNR, MΓ(s) =

EΓ{e−sγ}, is given by

MΓ(s) = Lv2
L−1∑
k=0

(
L− 1

k

)
(−1)k

[
1

k + 1 + vs
+

k + 1 + vs

((k + 1 + vs)2 − d2v2)
3
2

ln (

k + 1 +
√
(k + 1 + vs)2 − d2v2 + vs

dv

)
− d2v2

(k + 1 + vs)2 − d2v2

]
(5.14)

where, v = γs+γr

γsγr
and d = 2√

γsγr

.

Proof : The integral involved in the derivation of the MGF can be evaluated with the

help of [105, Eq. 6.624.1], which once used with some algebra leads to the desired result

in (5.14).

The nth moment of γe is given by

E(γn
e ) =

dn

dsn
M(s)|s=0 (5.15)

therefore, the first and second moments of γe are obtained by evaluating the first and
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second derivatives of (5.14) at s = 0 as follow

E(γe) = Lv3
L−1∑
k=0

(
L− 1

k

)
(−1)k

[
3d2(k + 1)

(k + 1)2 − d2v2
− d2(2(k + 1)2 + d2v2)

((k + 1)2 − d2v2)
5
2

ln (

k + 1 +
√
(k + 1)2 − d2v2

dv

)
− 1

(k + 1)2

]
(5.16)

E(γ2
e ) = Lv4

L−1∑
k=0

(
L− 1

k

)
(−1)k

[
2

(k + 1)3
+

3d2(2(k + 1)3 + 3d2v2(k + 1))

((k + 1)2 − d2v2)
7
2

ln (

k + 1 +
√
(k + 1)2 − d2v2

dv

)
− d2(11(k + 1)2 + 4d2v2)

(k + 1)2 − d2v2

]
. (5.17)

From (5.16) and (5.17), we can obtain the AoF for the proposed cooperative diversity

approach.

5.3 Performance Evaluation

For evaluation purposes, the modulation parameter a is set to a value of 2, the sampling

rate of the local sensing is set to a value of 1 MSa/s, and Ei is set to a unity (0

dB). To validate the accuracy of the derived equation, the closed-form expression of the

average detection probability derived in (5.12) has been numerically evaluated through

comparison with Monte Carlo simulation results obtained over 100, 000 iterations as

shown in Fig. 5.1. It is obvious from this figure that the analytical results extremely

match the simulated ones as λ increases. A detection accuracy up to 4 decimal points
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Figure 5.1: Comparison of average detection probability in equation (5.12) with Monte
Carlo simulation for L=1, 2, and 3. γs = γr = 5 dB, u = 6.

is achieved with λ > 5. However, as λ → 0+, the theoretical results diverge more from

the simulated ones and the derived closed-form expression given in (5.12) underestimates

the average detection probability. For such extremely low values of λ, the numerical

integration techniques can be used to directly evaluate the expression given in equation

(C.4). The curves mismatch at very low values of the decision threshold can be explained

by considering the Gaussian-Laguerre integration used for the generalized Marcum-Q

function approximation. In Fig. 5.2 we plot the generalized Marcum-Q function directly

computed using a MATHMETICA-8 function with the approximated expression form

given in (C.6). From this figure, one can easily recognize how the two curves diverge

as λ → 0+. Recall that λ’s value is not related to the SNR but associated to the

targeted Pf which may vary from one application to another. In Fig. 5.3, we plot the

average detection probability versus the number of energy samples collected during the

sensing time window. The number of collected samples is varied from 1 to 10 samples.

For a sampling rate of 1 MSa/s, this corresponds to a sensing window of 1 to 10 µs.
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The plotted curves demonstrate that the cooperative diversity gain is achieved over all

the selected sensing windows. The most interesting observation is that the detection

probability slightly increases after a certain sensing time window. Therefore, there is

no need to prolong the sensing time which would affect the spectrum sensing efficiency.

Recall that a high sensing efficiency means efficient bandwidth usage and more spectrum

access opportunities for secondary users and a higher CR network throughput. The

plotted results indicate that a targeted detection probability of 0.9 is achieved with a

time window of 8 µs for the diversity case with L = 5 and 9 µs for the diversity case

with L = 3.

To demonstrate the importance of including the reporting channel conditions for

spectrum sensing system evaluations, we plot in Fig. 5.4 the average detection probability

versus the reporting channel average SNR. The sensing time window is set to a value

of 8 µs. As shown, P d = 0.9 is achieved for a diversity system with 5 cooperative

users at γr = 5 dB. The average detection probability starts to slow down beyond

this value of γr as it slowly increases close to P d = 1. Clearly, there is no need to

increase the transmission power to higher than this targeted value since the detection

probability increases a little even when γr becomes 10 dB and 15 dB. Remember that,

higher transmission power increases the the average false alarm probability and leads to

a higher interference level that may affect the primary network operation. In Fig. 5.5,

we plot the AoF versus the number of cooperative users, L, for three different values

of the reporting channel average SNR. For comparison purposes, the AoF is normalized
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with respect to its maximum obtained value. Clearly, the cooperative selection diversity

effectively enhances the receiver performance by reducing the AoF associated to the

end-to-end SNR. A remarkable reduction in AoF can be seen once we move from the

no diversity case with L=1 to the first diversity case with L=2. The AoF reduction

rate then starts to slow down as L increases. The figure also shines some light on the

power balance between the sensing and the reporting channels. For the best detection

reliability, the reporting channel average SNR should be made greater than that of the

sensing channel to minimize the fluctuations of the end-to-end SNR.
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Chapter 6

Cluster-Based Cooperative

Spectrum Sensing

6.1 Introduction

In this chapter, we propose a cluster-based spectrum sensing approach that reduces the

bandwidth requirements for reporting data to the fusion center by reducing the number

of reporting terminals to a minimal reporting set. The approach replaces the secondary

base station by a local fusion center to mitigate the destructive channel conditions of

global relaying channels. We also propose a new approach to select the location of the

fusion center based on the general center scheme in graph theory. We assume one of

the elected cluster heads acts as a center entity and serves as a master fusion center

to finalize the cooperative decision and broadcasts it back to other cluster heads and
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from there to cluster members.The minimal dominating set (MDS) clustering approach

is used to obtain the minimal set of clusters that keep the network connected. The

influence of cluster size, number of clusters, and relaying channels probability of error on

the cognitive radio network performance is investigated. The results obtained reveal that

cluster-based CSS systems outperform conventional CSS systems in terms of throughput

capacity especially when the relaying channels are subjected to high probability of error.

6.2 Network Model

We assume that L cognitive radio terminals are distributed in a square field of area A as

a two-dimensional Poisson point process with a density µ. A node v (CR user) is said to

be in a neighborhood of a node u, if v is within a distance at most rc from u, where rc is

the cluster radius. Each CR terminal is identified by a unique ID and the CR users are

assumed static or moving slowly during the algorithm execution.

The topology of the CR network is presented by an undirected graph G(V,Ξ), where

V is a set of vertices in this graph that stands for CR terminals and Ξ is a set of links

between those terminals. A link (u, v) ∈ Ξ means that terminals u and v share at least

one common channel and in 1-hop distance from each other. The neighborhood set of a

given node v ∈ V , represents all the nodes in a 1-hop away from v that share at least

one channel with v.

Transmission power determines the cluster radius and largely affects the number of

clusters, cluster size, and network performance. Higher transmission power means, fewer
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hops resulting in higher network throughput. However, the higher interference resulting

from higher transmission power tends to limit the network throughput. This is true in

the other way as well.

This study investigates the impact of transmission power on the network topology.

Precisely, we investigate how the number of isolated nodes (Niso) is changing with cluster

radius. Isolated nodes refer to those nodes that can’t find any neighboring terminal within

a radius of rc in any channel within their channel sets. These, nodes declare themselves

as cluster heads and form their own clusters (single-node clusters).

Since CR users are distributed as a point Poisson process with a density µ, then,

the probability that a node is unable to find any neighboring node within a radius rc is

e−µπr2c . If we consider a two dimensional polar coordinate (r, θ), where the node is in the

origin, then the average of isolated node E{Niso} can be calculated as follows,

E{Niso} = µA

∫ 2π

0

∫ ∞

hprc

e−µπ(hpr)2 µrdrdθ

= µAe−µπ(hprc)2 (6.1)

where, hp denotes the number of transmission hops. Since our approach is to establish

a connected minimal dominating set of connected clusters that covers all the deployed

CR terminals, then the fraction of single-node clusters, E{Niso}, must be very small. If

κ, (κ > 0), is an arbitrarily small number that represents a target percentage of single-

node clusters such that,
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E(Niso) ≤ κµA. (6.2)

then by equating (6.1) and (6.2) we obtain the following lower bound of cluster radius

at this specified target,

rc ≥
√

−logκ

πµh2
p

. (6.3)

Increasing the cluster radius will clearly increase the probability to find a neighboring

terminal for each node and increase the cluster size. However, as the cluster size increases,

the probability to have network bottlenecks at the inter-cluster communication gateways

increases. Also, the inter-cluster and intra-cluster interferences tend to increase with

larger cluster communication range. Hence, to avoid congestion at those nodes, we

introduce an upper bound for the cluster size such that the traffic load at those gateways

will be upper bounded and adhere with the QoS requirements.

With low cross correlation CDMA codes, inter-cluster interference can be eliminated.

We assume each cluster is assigned a unique transmitting code that is different from those

codes used in neighbor clusters. Since the receiver nodes must be set to the same code as

the designated transmitter, interference with other clusters is avoided. If no two nodes

in a cluster are transmitting simultaneously, there will be no intra-cluster interference.

Following [117], we assume that within each cluster, an appropriate scheduling scheme is

available to facilitate the transmission of cluster members.
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6.3 The Clustering Algorithm

In graph theory [90], the minimal dominating set problem is to find a subset, C(|C| = M)

called the dominating set such that each node belongs to one member of C. We refer to

the dominating set members as cluster heads and the nodes that belong to one of the

cluster heads as cluster members.

The algorithm requires a preliminary node discovery and a master channel configu-

ration phase. The master channel is used by the cluster heads and cluster members to

exchange the control data necessary for the cluster formation. During the preliminary

node discovery each node exchanges neighbor information with the detected neighbor.

We assume that at the completion of the node discovery, any node say vi knows the chan-

nel availability set of node vj ∈ v1i and the set of 1-hop neighbors of the node vj,∀vj ∈ v1i .

Where v1i denotes the 1-hop neighborhood of node vi. The preliminary node discovery

is followed by initial cluster setup phase. In this phase, each node orders its channels

with frequency and starts from the lowest one to listen for beacons from other nodes.

If no message comes in the listening interval, the node forms a cluster on the listening

channel and becomes the cluster head. if a beacon comes on the listening interval, the

node requests to join the cluster through the initial cluster setup phase. A cluster head

discovers its k-hop neighbor clusters from the collected neighbor information and makes

interconnection by choosing gateway nodes. The initial cluster setup stops when all nodes

join clusters and clusters form interconnection.

The MDS cluster setup scheme is performed after the initial setup phase. Since, the
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network topology needs to be optimized from time to time as the network conditions

changes, the MDS scheme is required to be performed periodically. Typically network

topology changes when a primary user appears at a certain channel, a new terminal

joins/leaves the network, or a cluster head reporting channel comes under a deep shad-

owing/fading.

In MDS scheme, every node i ∈ V is required to be covered by one member of the

dominating set C ⊆ V . The dominating set contains M subsets C1, C2, · · · , CM of the

base set V = {1, 2, · · · , L} such that ∪M
j=1Cj = V . We define a binary variable xj for the

subsets Cj, j = 1, 2, ....,M as follows,

xi =


1 if Cj ∈ C

0 otherwise.

By defining aij to be 1 when a node i ∈ Cj and 0 otherwise, we can write the problem as,

min
∑
Cj∈C

xj j = 1, 2, ...,M

subject to, ∑
j∈C

aij = 1, ∀i ∈ V

∑
j∈C

aijdij ≤ hprc, ∀i ∈ V

∑
i∈V

aij ≤ Λ, ∀j ∈ C
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where, Λ is an upper bound of cluster size.

We extend the single-hop CogMesh algorithm presented in [44] to a d-hop clustering

scheme and generalized this algorithm for the above described system model. The MDS

algorithm is performed at the node level to minimize the number of clusters in the

neighborhood of a selected node and reconfigure the whole cluster topology when a new

cluster set smaller than the original one can be found. Instead of selecting a node in a

random way as in [44], our approach selects a node with the highest residual energy from

a set of neighboring nodes that share a channel with a maximum degree to be a cluster

head. The algorithm starts forming a cluster from this cluster head and all nodes within

d-hop, d = 1, 2, ..., hp, that shares the same channel. The new cluster head and all the

assigned cluster members will be eliminated from the node neighborhood set. Then, a

node with a maximum degree on another channel will be selected as a cluster head and

its assigned cluster members eliminated too from the remaining node set and so on until

all the nodes are configured in the new cluster topology. The algorithm then starts the

gateway nodes selection to construct the inter-cluster communications. A priority case is

used in gateways selection. A node in the shortest path between any two cluster heads is

given the highest priority. Once a cluster is formed, the cluster head communicates with

the neighbors to select the CDMA codes. Only when the code assignment is completed

data can be transmitted in the network.

Lemma 1 : In a d-hop cluster, the distance between any two nodes is at most 2drc

Proof : Let v be any node belongs to cluster Cj, j = 1, 2, .....,M whose cluster head
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is mj. If v(ID) ̸= mj(ID) then there must be another node u ∈ Cj at most in a d-hop

away from v where u(ID) = mj(ID). Hence, u is the cluster head of the cluster Cj and

| v − u |≤ drc. For any other node say w ∈ Cj, whose w(ID) ̸= mj(ID), | w − u |≤ drc.

Therefore, the distance between v and w is at most 2drc

Lemma 2 : If C is a connected dominating set, then any cluster head is at most

(2d+ 1)rc away from the nearest cluster head

Proof : Let assume the contrary, and assume that the closest routing path between

cluster heads m1 ∈ C1 and m2 ∈ C2 is (2d + 2)rc. Let this closest path passes through

the two gateways, x and y, see Fig. 6.1. Since, x ∈ C1 and y ∈ C2, then |m1 − x| ≤ drc

and |m2 − y| ≤ drc and |x − y| ≥ (2d + 2)rc − 2drc = 2rc. This implies that each of x

and y is not in a 1-hop transmission range of each other and the two clusters are not

connected. Since the dominating set is a connected dominating set, then, there must

be another gateway v ∈ C1 which is in 1-hop to another cluster head say, m3 ∈ C3 or

adjacent node say z ∈ C3 which is at most d-hop from m3, i.e., |m3−z| ≤ drc. Therefore,

|m1 −m3| = |m1 − v| + |v − z| + |z −m3| ≤ drc + rc + drc = (2d + 1)rc and m3 is the

nearest cluster head to m1.

The master fusion center is then elected from the minimal cluster head set. The

placement of the fusion center also needs to be optimized. The fusion center placement

problem is concerned with selecting the best location in a specified region for the network

center entity. Mainly, there are two options to solve this location problem, the center

problem and the general center [118]. In graph theory, the graph center is any vertex
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Figure 6.1: Maximum distance to the nearest cluster head

v whose furthest vertex is as close as possible while the general center is any vertex v

where the aggregated distance from all other vertices is as minimum as possible. Let,

Mvv(i) = max
i

j ̸=i

dij

denotes the maximum distance of any vertex from vertex (i), where dij, is the vertex-to-

vertex distance, and,

Svv(i) =
∑
i

j ̸=i

dij

denotes the aggregated distance of all vertices from vertex i.
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Then the graph center is any vertex x such that,

Mvv(x) = min
i

{Mvv(i)} (6.4)

while the general center is any vertex x with the smallest possible Svv(i), i.e., the smallest

aggregated distances from all other vertices or,

Svv(x) = min
i

{Svv(i)}. (6.5)

Practically, the reporting paths are subjected to different channel conditions. There-

fore, the shortest reporting channels may not always be the best choice especially if they

come under a deep fading/shadowing. In this work, we proposed a modified general cen-

ter scheme that considers the channel gain of the M − 1 signal paths between the fusion

center and the M − 1 cluster heads. In the proposed scheme, the fusion center is the

cluster head whose aggregated channel gain has the maximum possible value. Since, the

cooperative decision is made by combined received signals from different cluster heads,

we believe that using the channel gain model in finding the best location of the fusion

center is more accurate than considering merely the topological distances. Moreover, the

channel gain is affected directly by both the transmitter-receiver distance and the ran-

dom influence of fading and shadowing conditions. 6.2 shows a cluster-based cooperative

spectrum sensing where one cluster head acts as a local fusion center.

Let Gij denotes the channel gain between a transmitter, i, and a receiver, j, then the
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master fusion center is the cluster head m that has the maximum aggregate channel gain

or,

Ghh(m) = max
i

{Ghh(i)} i = 1, 2, ...,M (6.6)

where,

Ghh(i) = Σ
j
Gij j = 1, 2, ...,M.

6.4 Cluster-Based Cooperative Spectrum Sensing

The propose network scheme has two levels of data fusion. The first data fusion is

performed at the cluster level by each cluster head and the second one is performed at

the master fusion center. The channels are assumed to be subjected to i.i.d Rayleigh

fading. The sensing information is shared only at the local scale within each cluster

and there is no need for each CR terminal to send its own decision to the master fusion

center. After receiving the local observations from all CR users within its cluster, the

cluster head employs a selection combining scheme to make the cluster decisions.

Since the clusters are formed by a neighboring CR users, we assume the relaying

links between cluster members and the cluster head as error-free channels. Accordingly,

the probability of false alarm computed at the cluster level, P j
fC, will be independent of

channel statistics. On the other hand, the probability of detection, P j
dC, will be deter-

mined by the fading conditions and the combining scheme employed by the cluster head.
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Therefore, P j
fC and P j

dC are given by [30]

P j
fC =

Γ(u, λC

2
)

Γ(u)
(6.7)

P j
dC = M

M−1∑
i=0

(−1)i

i+ 1

(
M − 1

i

)
PdRay

(
γsi

i+ 1

)
(6.8)

where,

PdRay

(
γsi

)
= e−

λC
2

u−2∑
n=0

1

n!

(
λC

2

)n

+

(
1 + γsi

γsi

)u−1
[
e
− λC

2(1+γsi
) − e−

λC
2

u−2∑
n=0

1

n!

λCγsi

2(1 + γsi
)

]

with each γsi
is replaced by

γsi

i+1
.

Equation (6.8), clearly illustrates that the spectrum sensing performance of each

cluster is largely effected by the number of cluster size, the threshold λc, and the number

of samples u. Under the bandwidth constraints of the reporting channel, we allow each

cluster head to send only 1-bit decision {0} for H0 and {1} for H1 to the master fusion

center rather than their decision statistics. The fusion center then makes the final decision

according to the fusion rule implemented. The OR-rule is implemented in the proposed

scheme. For the OR-rule, a decision of {0} for H0 is only made when all the M cluster

decisions demonstrate the absence of the primary user. Such kind of rule is perfect for

interference avoidance to the primary user since the secondary user will only be allowed

to access the spectrum if all the cluster heads reported the binary decision {0} to the
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fusion center.

The decision rule at the master fusion center can be defined as:

D =


1

∑M
j=1 Bj ≥ 1

0 otherwise

(6.9)

where, Bj, j = 1, · · · ,M is the decision of the j th cluster head. Therefore, under the

OR-rule, the false alarm probability and the detection probability can be defined as:

Pf = 1−
M∏
j=1

(1− P j
fC) (6.10)

Pd = 1−
M∏
j=1

(1− P j
dC). (6.11)

Over faded channels, a reported decision of {0} for primary network absence may

be received at the fusion center as {1}, or a reported decision of {1} for active primary

network may be received at the fusion center as {0}. In the first case, a false alarm will

be triggered, and a missed detection risk may be encountered in the second case. If P̂ j
fC

denotes the probability of receiving {1} at the master fusion center when the jth cluster

head reports {0} and P̂ j
mC denotes the probability of receiving {0} at the master fusion

center when the jth cluster head reports {1}, then under OR-rule, the probabilities of
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false alarm, Pf , and missed detection, Pm, become [53],

Pf = 1−
M∏
j=1

[(1− P j
fC)(1− P̂ j

fC) + P j
fCP̂

j
mC] (6.12)

Pm =
M∏
j=1

[P j
mC(1− P̂ j

fC) + (1− P j
mC)P̂

j
mC]. (6.13)

Let P j
e = P̂ j

fC = P̂ j
mC, where P j

e denotes the probability of the reporting errors for

cluster head mj, then equations (6.12) and (6.13), can be rewritten as,

Pf = 1−
M∏
j=1

[(1− P j
fC)(1− P j

e ) + P j
fCP

j
e ] (6.14)

Pm =
M∏
j=1

[P j
mC(1− P j

e ) + (1− P j
mC)P

j
e ]. (6.15)

6.5 Throughput Performance

To meet the throughput requirements, the secondary users network needs to increase the

sensing efficiency by decreasing the false alarm probability and increasing spectrum access

opportunities. Since CR users can not transmit and sense at the same time, periodic

sensing rounds are required where sensing and transmitting processes are alternating

in a periodic manner in successive frames. The frame time, T , consists mainly of the

sensing time Ts and the transmission time TD. We will ignore the clustering time as it

is very small compared to the sensing and transmission time [38, 119]. For interference
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avoidance, the observation time needs to be long enough to achieve sufficient detection

accuracy. But, for a fixed frame size T = Ts + TD, increasing sensing time inevitably

decreases the transmission time and consequently decreases sensing efficiency. On the

other hand, a longer transmission time enhances the sensing efficiency but causes higher

interferences to primary user as the detection accuracy decreases due to the lack of

sufficient sensing information [13]. Let η denotes the spectrum sensing efficiency, then:

η =
TD

T
=

TD

TD + TS

. (6.16)

The throughput of the secondary network comes as a result of the following two

network operation cases [48]: (1) CR terminals communications and exchange data in

the absence of the primary user with probability of (1 − Pf )P (H0), (2) CR terminals

communications when the primary user is mis detected by the secondary network with a

probability of (1− Pd)P (H1) where, P (H0) and P (H1), are the probabilities of primary

user absence and presence respectively. The second case of throughput is less likely to

happen since the detection probability has to be high to avoid the harmful interference

to the primary user. It is highly likely to have Pd > 0.9 in conservative systems where

the priority is given to primary user protection. In addition, the interference generated

by the primary signal significantly limits the secondary network throughput.

To determine the probability of the primary user absence P (H0), the licensed channel

usage (primary user activity) needs to be modeled. The ON/OFF model will be consid-

ered in our approach. In this model, the primary user activity is modeled as independent
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and identical distributed random processes where the ON and OFF states represents

the busy and idle periods of the licensed channel [13, 19]. The duration of the idle and

busy periods are assumed to be exponentially distributed with a mean τOFF and τON

respectively. Therefore, the probability of primary user absence can be defined as:

P (H0) =
τOFF

τOFF + τON

. (6.17)

As a performance measure, we will use the per node throughput capacity to show how

the per-node throughput varies with the cluster parameters such as number of clusters,

cluster size, and sensing time. The per node throughput represents the average number

of bits per second that can be transmitted from the source node to the destination node.

In [120], the per node throughput capacity for a cluster-based wireless sensor network, Tn,

is obtained as Θ(MR/L) for a single-hop clustering and Θ(R
√

M3(logL−logM)
L3 ) for multi-

hop clustering. However, in the CR networks, the sensing parameters such as sensing

efficiency and primary user activity must be considered for throughput calculations. In

this work, we extend the per-node throughput given by [120] to include the spectrum

sensing parameters that largely effect the network performance. Accordingly, the per-

node throughput is defined by:

T = ηTn
τOFF

τOFF + τON

(1− Pf ). (6.18)

It can be shown that the per node throughput capacity depends on the sensing effi-
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ciency, the number of clusters, the probability of false alarm, and the total nodes in the

network.

6.6 Performance Evaluation

We assumed a cognitive radio network of a 100 terminals deployed in an area of 100 m x

100 m. The sensing frame, T , is assumed to be fixed and assigned a value of 20 ms. The

same power is assumed to be adopted by each terminal for intra-cluster communications

with the power control capability which is required for the communication between cluster

heads and fusion center.

We conducted several trials with random deployment of CR terminals. In each trial,

the cluster radius varied and the percentage of the disconnected node is recorded. An

average number of disconnected node over these trial is illustrated in Fig. 6.3 for 1, 2,

and 3-hop clustering scheme. As it can be shown, a fraction of κ < 0.001 can be achieved

with a cluster radius of 15 m, 11 m, and 9 m for 1-hop, 2-hop, and 3-hop clustering

scheme respectively. In Fig. 6.4, the percentage of the disconnected nodes is plotted vs

the cluster radius with different node densities for a single-hop clustering scheme.

To demonstrate the effect of the cluster size Nc, on the detection accuracy, the ROC

curves are plotted in Fig. 6.5 for a cluster size of 5, 10, and 15 nodes. The reporting

channel conditions is realized with probability of error, Pe equals to 0.0001. Clearly, the

detection accuracy improves by increasing the number of nodes in each cluster. However,

the cluster size must be upper bounded to prevent network bottlenecks resulting from
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Figure 6.3: fraction of single-node clusters vs cluster radius for 1, 2, 3-hop clusters
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Figure 6.4: Fraction of single-node clusters vs cluster radius under different node densities
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overcrowded clusters.
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Figure 6.5: Cluster-based cooperative sensing performance with various cluster size, u =
12, γs=10 dB

Fig. 6.6 shows that probability of false alarm, Pf , initially decreases rapidly when the

number of cooperative clusters increases. However, it increases later with more cluster

heads involved in the cooperative process. In fact, after the initial drop, Pf increases

with a rate that greatly depends on the probability of error. When the probability of

false alarm, P j
fC, becomes very small compared to the probability of errors, Pe, equation

(6.14) can be reduced to Pf = 1−
∏M

j=1(1−P j
e ) and that explains why Pf becomes mainly

dependent on Pe. An optimal number of cluster heads that gives a minimum probability

of false alarm is obtained which varies according to the reporting channel probability of

error.

To investigate the throughput performance of the proposed system, a target detec-
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Figure 6.6: False alarm vs cluster size u = 12, γs=10 dB
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Figure 6.7: The normalized per-node throughput vs number of cooperative clusters,
u = 12, γs=10 dB

tion probability of 0.9 is used with a mean value of 0.7 and 0.3 for the idle and the

active periods respectively. In Fig. 6.7 the normalized per-node throughput is plotted

vs the number of clusters for reporting channel probability of error, Pe equals 0.1, 0.01,

0.001, and 0.0001. The error-free reporting channel Pe = 0 is also plotted for compari-

son. The figure reveals that at a higher probability of error the throughput performance
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deteriorates with more users added to the cooperative decision. This can be easily under-

stood from Fig. 6.6 where the probability of false alarm increases more rapidly at higher

probability of error.

To compare the cluster-based system with the conventional system, the per-node

throughput performance is plotted in Fig. 6.8 for Pe = 0.1. Clearly, the cluster-based

system outperforms the non-cluster system especially when more users are engaged in

the cooperative process. However, the throughput performance for the cluster-based

approach is close to that of the non-cluster approach at the optimal value. This can

be explained by the fact the number of cooperative users where the optimal throughput

happened is 6 users only. When such small number is deployed in a field, most of the

clusters are expected to be single-node clusters and consequently the obtained results

come close to that of the non-clustered one. However, we must consider the fact that

the number of the deployed secondary users is not necessary be at the optimal value

all the times. Therefore, when the number of cooperative users increases, a significant

improvement is obtained compared to the non-cluster approach as can be seen from

Fig. 6.8. It is worth noting that by adjusting the cluster radius, the number of clusters in

the minimal cluster set can be adjusted to match the requirement of both the reporting

channel bandwidth and the optimal achievable per-node throughput. Fig. 6.9 shows that

a minimal dominating set of 6 clusters is achieved with cluster radius of 20 m and 12 m

for 1-hop and 2-hop clustering scheme respectively.
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Figure 6.8: Per-node throughput performance of clustered and non-clustered network vs
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Chapter 7

Conclusions and Future Works

7.1 Conclusions

This dissertation investigates some challenges of CSS over fading channels and proposes

new approaches to improve detection accuracy. Our comprehensive evaluations show

the importance of including the relaying links and the combining techniques into the

performance analysis of CR networks. Closed-form expressions are derived for the average

detection probability and the average false alarm probability. The derived expressions can

be used to determine the energy threshold value, the minimum number of collected energy

samples, and the maximum transmission power that meet a given detection accuracy over

non-identical fading channels. The dissertation points out the inconsistency of several

assumptions that are typically used for performance analysis of CR networks and show

that multipath fading heavily contributes to the unreliability of primary user detection,
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causing fairly large deviations from the primary user detection based on AWGN and path

loss models.

The presented results provide a preliminary basis upon which more comprehensive

models of cooperative sensing, as needed for spectrum sharing in dynamic spectrum access

systems, may be built. Moreover, the derived closed-form expressions for the average false

alarm probability and the average detection probability could lead to intuitive system

design guidelines. The study also reveals that: i) cooperation allows independently

faded radios to collectively achieve robustness to severe fades, ii) multipath fading on

relaying channels yields similar performance degradations as multipath fading on sensing

channels, iii) a small number of radios are enough to achieve practical detection levels,

and iv) practical performance measures for dealing with fading strongly depend on the

target probability of detection.

Through extensive analytical and simulation results, we validate the accuracy of the

derived closed-form expressions. Moreover, we analyzed the way the detection accuracy

varies with the number of diversity branches, the fading severity, and the relay power

constraint. In chapter 3, we analyzed the performance of an AF strategy for CSS system

with diversity reception and channels impaired with Nakagami-m fading. Compared to

the non-cooperative spectrum sensing, a gain of up to 8 dB is achieved with 4 cooperative

users and EGC receiver. Similar set up achieved a gain of 5 dB with SC receiver. The

most interesting observation is that there is no need to increase the relaying power if a

target detection probability is achieved since the improvements gained beyond that are
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not significant.

In chapter 4, we investigate a DAF relaying strategy and compare its performance

with an AF relaying strategy. We observed that the DAF strategy outperforms the

AF strategy in the all suggested scenarios. The study shows that with DAF strategy,

refraining the heavily faded relays improves the detection accuracy while reducing the

bandwidth requirement of the relaying links. A gain of 3 dB is achieved by switching

from AF strategy to DAF strategy with 3 cooperative users. The difference in the

performance of the DAF and AF strategies becomes more distinguishable as the number

of cooperative users increases. Obviously, the system performance, deteriorates if the

number of the heavily faded users becomes large enough to induce a missed detection in

the final decision.

In chapter 5, we analyze a CSS approach where dual-hop channel statistics, AF re-

laying, and a selection combining technique are considered. The sensing and the relaying

channels are assumed to be subjected to Rayleigh fading. Through extensive analytical

and simulation results, the detection accuracy of the proposed CSS is investigated for

different levels of the relaying channel SNR and for a different number of cooperative sec-

ondary users. Our results show that at a poor reporting channel SNR (less than 5 dB),

more diversity (L=5) helps achieve a better detection probability. Moreover, the AoF is

reduced by 5 folds when γr = 2γS compared to the case when γr = 0.5γs, indicating the

importance of having the relaying channel power greater than the sensed power. Small

AoF means less SNR fluctuations and better detection accuracy.
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In chapter 6, we investigate a distributed spectrum sensing scheme that eliminates

the need for a base station and replace it with a local master fusion center. A lower

bound of the cluster radius that keeps the number of isolated nodes under an upper limit

is determined in this work. The influence of the cluster size, number of cluster, sensing

time, and the probability of reporting channel errors on the per-node throughput capacity

is investigated. The results obtained reveal that under bad channel conditions, it is not

necessary to include all the cooperative user for the best performance. Instead, an optimal

number of clusters that gives a minimum probability of false alarm and consequently a

maximum per-node throughput is obtained . When this optimal number matches the

minimal dominating set, the reporting channel bandwidth requirements is also achieved.

7.2 Suggestions for Future Works

This dissertation addressed some challenges of CSS in CR networks. At this is a very

active research area, there are many other challenges and unsolved problems. The non-

identical Nakagami-m fading channels are considered in this dissertation. However, the

performance of CSS needs to be investigated over composite fading/shadowing channels.

The analysis may include effects of Nakagami-m fading, gamma shadowing, identical,

and non-identical. While we mainly discussed the detection accuracy using closed-form

expressions for the probability of detection and the probability of false alarm as perfor-

mance measures, closed-form expressions can also be derived for the outage probability,

co-channel interference, and channel capacity to investigate how these metrics are affected
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by the fading/shadowing environment.

It will be important to consider all possible operating conditions such as correlated

fading/shadowing channels. For example, the performance of CSS can be analyzed over

sensing/relaying channels subjected to correlated Log-Normal shadow-fading in all wire-

less links of the cooperative network. The independent fading channels are assumed in

this dissertation and in the majority of proposed studies in open literature. However,

when CR users are deployed in very small areas, the sensing data detected by different

users may be highly correlated because neighboring users are likely to be located within

almost the same transmission range of the primary transmitter.

The ON/OFF approach is considered in our study to model the activity of the pri-

mary user. However, the occupancy history of the spectrum bands by the primary users

may vary with time of the day and location. Therefore, it desirable to design algorithms

that learn the characteristic of the primary user activity and accordingly alerts its spec-

trum selection and data transmission strategy. Obviously, the problem of constructing

detailed channel occupancy needs further research, so that different times of the day and

different locations traversed by the mobile CR user can be incorporated. The proba-

bilistic spectrum selection algorithm that uses this history may be designed to guarantee

performance bounds during long-term operation.
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Appendix A

A.1 Derivation of P fi for a single-relay system

Substituting fGi
(g) from (3.7) into (3.10) yields

P fi =

(
mi

gi

)mi 1

Γ(mi)

∫ ∞

0

1

Γ(mi)
Γ

(
mi,

miλ

N0(1 + Aig)

)
gmi−1e

−
(

mi
gi

)
g
dg. (A.1)

Using the series summation Γ(m,x) = (m− 1)!e−x
∑m−1

n=0
xn

n!
[105, Eq. 8.352.2], with

the fact that (m− 1)! = Γ(m), (A.1) becomes

P fi =

(
mi

gi

)mi 1

Γ(mi)

mi−1∑
q=0

1

q!

(
miλ

N0

)q ∫ ∞

0

(1 +Aig)
−qgmi−1e

− miλ

N0(1+Aig) e
−
(

mi
gi

)
g
dg. (A.2)

Using e−
a

b+x =
∑∞

k=0
(−1)kak

k!(b+x)k
, we have

P fi =

(
mi

gi

)mi 1

Γ(mi)

mi−1∑
q=0

1

q!

(
miλ

N0

)q ∞∑
n=0

(−1)n

n!

(
miλ

N0

)n ∫ ∞

0

(1+Aig)
−(q+n)gmi−1e

−
(

mi
gi

)
g
dg.

(A.3)

116



The above integral is evaluated with the aid of
∫∞
0

e−pxxq−1(1 + ax)−vdx = Γ(q)
aq

U(q; q +

1− v; p
a
) [105, Eq. 3.383.5] to yield the result shown in (3.11).

A.2 Derivation of P fSC

Under non-identical fading, the general form for the PDF fGmax(g) is given by [93, 121]

fGmax(g) =
L∑

j=1

fGj
(g)

L∏
i=1︸︷︷︸
i̸=j

FGi
(g) (A.4)

where, F (.) denotes the CDF. The above PDF is evaluated for integer values of m in [122]

as follows

fGmax(g) =
L−1∑
k=0

(−1)k

k!

L∑
j=1

β
mj

j

Γ(mj)

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

mn1−1∑
l1=0

· · ·
mnk

−1∑
lk=0

(
k∏

t=1

βlt
nt

lt!

)
gνkj−1e−µkjg.

(A.5)

Using (A.5), (3.14) can be expressed as follows

P fSC
=

L−1∑
k=0

(−1)k

k!

L∑
j=1

β
mj

j

Γ(mj)

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

mn1−1∑
l1=0

· · ·
mnk

−1∑
lk=0

(
k∏

t=1

βlt
nt

lt!

)

∫ ∞

0

1

Γ(mSC)
Γ

(
mSC ,

mSCλ

N0(1 + ASCg)

)
gνkj−1e−µkjgdg. (A.6)
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Using the series summation Γ(m,x) = (m − 1)!e−x
∑m−1

n=0
xn

n!
and the fact that e−

a
b+x =∑∞

k=0
(−1)kak

k!(b+x)k
in a way similar to Appendix A.1, we have

P fSC
=

L−1∑
k=0

(−1)k

k!

L∑
j=1

β
mj

j

Γ(mj)

L∑
n1=1

· · ·
L∑

nk=1︸ ︷︷ ︸
n1 ̸=n2 ̸=···nk ̸=j

mn1−1∑
l1=0

· · ·
mnk

−1∑
lk=0

(
k∏

t=1

βlt
nt

lt!

)
mj−1∑
q=0

1

q!

(
mSCλ

N0

)q

∞∑
n=0

(−1)n

n!

(
mSCλ

N0

)n ∫ ∞

0

(1 + ASCg)
−(q+n)gνkj−1e−µkjgdg. (A.7)

Using
∫∞
0

e−pxxq−1(1 + ax)−vdx = Γ(q)
aq

U(q; q + 1 − v; p
a
) [105, Eq. 3.383.5], to evaluate

the integral in (A.7), the desired result is obtained as in (3.15).

A.3 Derivation of P fEGC

Since gi’s are independently distributed and each follows the gamma distribution given

in (3.7), the moment generating function of
∑L

i gi, is given by

MG(t) =
L∏
i=1

MGi
(t) =

L∏
i=1

(1− βit)
−mi (A.8)

where MGi
(t), i = 1, 2, · · · , L is the moment generating function of the channel gain gi.

To derive a PDF for the random variable R, we define a new random variable wi = Aigi.

Obviously, βwi
= mi

Aigi
= βi

Ai
and the moment generating function of R =

∑L
i wi can be

expressed as

MR(t) =
L∏
i=1

MWi
(t) =

L∏
i=1

(1− βi

Ai

t)−mi (A.9)
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Using a general partial fraction technique to compute the inverse of MR(t) and following

the same steps as in [101], the PDF of R for integer values of mi is obtained as follows

fR(r) =

[
L∏

j=1

(
− βi

Ai

)mj

]
L∑

j=1

mj∑
v=1

(−1)vbjvr
v−1e

−
βj
Aj

r

(v − 1)!
(A.10)

The PDF given in (A.10) requires all the βi’s to be distinct and not necessary to be

integers. If some of the βi’s are equal then the corresponding factors can be combined.

Substituting (A.10) into (3.26) yields

P fEGC
=

[
L∏

j=1

(
− βi

Ai

)mj

]
L∑

j=1

mj∑
v=1

(−1)vbjv
(v − 1)!

∫ ∞

0

1

Γ(mj)
Γ(mj,

mjλ

N0(1 + r)
)rv−1e

−
βj
Aj

r
dr.

(A.11)

Following the same steps in Appendices A.1 and A.2, to evaluate the above integral,

(A.11) becomes

P fEGC
=

[
L∏

j=1

(
− βi

Ai

)mj

]
L∑

j=1

mj∑
v=1

(−1)vbjv

mj−1∑
q=0

1

q!

(
miλ

N0

)q ∞∑
n=0

(−1)n

n!

(
miλ

N0

)n

U(v; v+1−q−n;
βj

Aj

).

(A.12)
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Appendix B

B.1 Derivation of P
DAF
f

Using the series summation Γ(m,x) = (m− 1)!e−x
∑m−1

n=0
xn

n!
[105, Eq. 8.352.2], with the

fact that (m− 1)! = Γ(m), (4.20) becomes

P
DAF

f =

[
L∏
l=1

(
− βl

Al

)ml

] L∏
l=1,θ̂jl ̸=0

(− βl

Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiv
(v − 1)!

mi−1∑
q=0

1

q!

(
miλ

N0

)q ∫ infty

0

(1 + r)−q

e
− miλ

N0(1+r) rv−1e
− βi

Ai
r
dr. (B.1)

Using e−
a

b+x =
∑∞

k=0
(−1)kak

k!(b+x)k
, we have

P
DAF

f =

[
L∏
l=1

(
− βl

Al

)ml

] L∏
l=1,θ̂jl ̸=0

(− βl

Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiv
(v − 1)!

mi−1∑
q=0

1

q!

(
miλ

N0

)q ∞∑
n=0

(−1)n

n!(
miλ

N0

)n ∫ ∞

0

(1 + r)−(q+n)rv−1e
−
(

βi
Ai

)
r
dr. (B.2)
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The above integral is evaluated with the aid of
∫∞
0

e−pxxq−1(1 + ax)−vdx = Γ(q)
aq

U(q; q +

1− v; p
a
) [105, Eq. 3.383.5] to yield

P
DAF

f =
2L∑
j=1

[
L∏
i=1

Pj
i|H0

] L∏
l=1,θ̂jl ̸=0

(− βl

Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiv

mi−1∑
q=0

1

q!

(
miλ

N0

)q

∞∑
n=0

(−1)nbnU(v; v + 1− q − n;
βi

Ai

) (B.3)

B.2 Derivation of the approximated P
DAF
f

Using the approximated series summation Γ(mi,
mi

N0(1+r)
) = (mi − 1)!e

mi
N0r , (A.11) can be

rewritten as

[
L∏
l=1

(
− βl

Al

)ml

] L∏
l=1,θ̂jl ̸=0

(− βl

Al

)ml

 L∑
i=1,θ̂ji ̸=0

mi∑
v=1

(−1)vbiv
(v − 1)!

mi−1∑
q=0

1

q!

(
miλ

N0

)q ∫ ∞

0

rv−q−1e
−miλ

N0r
− βi

Ai
r
.

(B.4)

Using
∫∞
0

xv−1e−
β
x
−γxdx = 2

(
β
γ

) v
2
Kv(2

√
βγ) [105, Eq. 3.471.9], to evaluate the integral

in (B.4) with some algebra, yields the result shown in (4.25).
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Appendix C

C.1 Derivation of fΓmax(γ)

With the help of the asymptotic form of the first order modified Bessel function of the

second order as defined in [123, Eq. 11.124], equation (5.10) can be written as,

fXmax(x) =
Lβsβr

2

[[
L−1∑
k=0

(
L− 1

k

)
(−1)kxk(

√
βsβr)

ke−
kx

2(βs+βr)

(
1

x
√
βsβr

)k
]
xe−

x
2(βs+βr)[

βs + βr√
βsβr

(
1

x
√
βsβr

)
+ 2K0(x

√
βsβr)

]]
. (C.1)

With some simple algebra, (C.1) is evaluated as follows,

fXmax(x) =
Lβsβr

2

L−1∑
k=0

(
L− 1

k

)
(−1)ke−

(k+1)x
2(βs+βr)

[
βs + βr

βsβr

+ 2xK0(x
√

βsβr)

]
.(C.2)

Since, the harmonic mean is defined as X = mH(X1, X2) =
2X1X2

X1+X2
, the end-to-end SNR

of the dual-hop system can be written as γe = mH(X1, X2)/2. Therefore, the following
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transformation of variable is required,

fΓmax(γ) = 2fXmax(2γ). (C.3)

If we set βs = 1/γs and βr = 1/γr and apply the transformation given in (C.3) to (C.2)

, the desired result is obtained as in (5.11).

C.2 Derivation of P d over i.i.d Rayleigh channels

Substituting equation (5.11) of theorem 1 in equation (5.5) yields,

P d =
L

γsγr

L−1∑
k=0

(
L− 1

k

)
(−1)k

[
(γs + γr)

∫ ∞

0

e
− (k+1)γsγr

γs+γr
γ
Qu(

√
aγ,
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λ)dγ

+4

∫ ∞

0

γe
− (k+1)γsγr

γs+γr
γ
K0(γ

2√
γsγr

)Qu(
√
aγ,

√
λ)dγ

]
. (C.4)

The first integral in (C.4) is evaluated with help of [124, Eq. 12] and change of variable

y =
√
γ which yields,

∫ ∞

0

2ye
− (k+1)γsγr

γs+γr
y2
Qu(

√
ay,

√
λ)dy =

2

p
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λ
2

[(
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a
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(
e

λa
2(p+a) −
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n=0

1

n!

(
λa

2(p+ a)

)n
)

+
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n=0

1

n!

(
λ

2

)n
]

(C.5)
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where, p = 2 (k+1)γsγr

γs+γr
. For the second integration, we employed the same technique used

in [49] to approximate the generalized Marcum-Q function as follows:

Qu/2(
√
aγ,

√
λ) ≈ e−

a
2
γ

γ
u−1
2

N∑
i=1

ΨiIu−1(
√
aγ(ti +

√
λ)) (C.6)

where, Ψi =
wie

ti (ti+
√
λ)ue−

(ti+
√
λ)2

2

a
u−1
2

, and wi and ti are weight factors and abscissas (i =

1, . . . , N) of the Gaussian Laguerre integration, respectively [106, Table 25.9]. With this

approximation, the second integration becomes:
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2
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(C.7)

With the help of the asymptotic form of the modified bessel function given in [123, Eq.

11.124], Iv(x) ≈ 1
Γ(v+1)

(
x
2

)v
, the second integration can be expressed as,

∫ ∞

0

(.)dγ =
1

Γ(u)

N∑
i=1
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a(ti +

√
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2
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(C.8)

The above integral can be evaluated with the help of [105, Eq. 6.624.1] to yield,

∫ ∞

0
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1

Γ(u)
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i=1
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(C.9)
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where, c = 2(k+1)γsγr+a(γs+γr)
2(γs+γr)

and d = 2√
γsγr

. Substituting (C.5) and (C.9) in (C.4), P d

can be expressed as shown in (5.12).
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